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CHAPTER 1

Introduction

The banking industry is the largest financial intermediary in the United
States capital market. Given its prominence, surprisingly few quantitative
studies of the portfolio behavior of individual banks and the industry at
large have been reported in the economic literature. The purpose of this
monograph is to provide a microeconometric analysis of portfolio be-
havior and earnings by commercizl and mutual savings banks. The results
are shown to be of value in construciing an aggregate model for the
analysis of systems of commercial and mutual savings banks.

The first section of this chapter provides a brief review and critique of
existing theories of bank portfolio behavior. Section 2 summarizes the
major findings of the present analysis, and section 3 presents a chapter
outline of the monograph.

1. STUDIES OF BANK PORTFOLIO BEHAVIOR

Until quite recently, descriptions of bank portfolic behavior failed to
cxploit the rich analytical apparatus that has been developed to under-
stand the profit-maximizing firm. Instead, bank decision making was
characterized by a number of rules of thumb derived from a combination
of environmental factors such as random deposit and loan fluctuations,
legal constraints, and established banking lore. The major analytical
premise of this monograph is that bank behavior can be better described
by developing a framework that synthesizcs the environmental and profit-
maximizing approaches.

Roland Robinson’s [1962] insightful analysis is an excellent example
of the traditional banking approach. Robinson sought “‘to describe
methods of achieving the most profitable employment of commercial
bank funds consistent with safety” [p. 4]. For him, these methods essentially
consist of setting and foliowing a hierarchy of priorities in the employment
of bank funds. The priorities, in descending order, are: (1) legally required
reserves, (2) secondary reserves, (3) customer credit demands, and (4)
open-market investments for income.

3



4 Bank Management and Portfolio Behavior

According to Robinson, an individual bank is assumed to view the
volume of its deposits as exogenous. The interest rate paid on deposits,
implicitly for demand and explicitly for savings and time balances, is
not viewed as a decision variable for the individual bank. Given the
volume and composition of iis deposit liabilities, the bank makes a
sequence of decisions concerning the composition of its portfolio. First, the
bank meets its legally required reserve commitments. Second, it determines
the size of its secondary reserve holdings; these reserves consist of liquid
short-term assets. The demand for secondary reserves arises out of
possibie but unforesecable cash drains associated with deposit josses and
loan requests. The decision to hold secondary reserves is assumed 1o be
made independently of prevailing and expected future interest rates. Third,
the bank meets its customers’ credit demands. If any funds remain, it
makes long-term security purchases. This fourth decision is considered
to be purely derivative: “When a commercial bank has provided the
liguidity needed for safety and has satisfied in full the local customer
demand for loans, it can enter the investment market with any remaining
funds” [p. 17).

While this framework provides many insights info bank motives for
holding various assets, it does not indicate how a bank optimizes when
deciding whether or not to shift funds from one asset to another ; marginal
analysis plays no part in traditional banking analysis. What if strong loan
demand causes a bank to exhaust its slack resource, investments?
Robinson did not explain how banks do or shouid allocate scarce funds.
Because rates of return do not enter the analysis, there is no way for loan
customers to bid funds away from the portfolio of reserve assets. Clearly,
the priority concept requires modification if it is to form a reliable base
upon which to build.

Hodgman [1963] attempied to remedy some of the shortcomings of
traditional banking theory. Using interviews and surveys, he sought to
gain insights into bankers’ attitudes toward such factors as long-standing
deposit customers, the size and composition of their loan and security
portfolios, and the adequacy of their capital and surplus. His most signifi-
cant contribution was the customer-relation hypothesis in which the
opportunity cost of a loan to a bank is a function of the average size of the
customer’s deposit balance and the length of time he has held an account
in the bank. Thus, in Hodgman’s view, banks are concerned not only with
the composition of their asset portfolios but also with the relationship
between deposits and loans over time. Deposit balances become endo-
genous; the customer relation gives banks a strong reason to lend to
customers with large balances.
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Hodgman’s work is vseful for understanding such aspects of con-
temporary banking as prime rate conventions and compensating balance
requirements. He recognized the possibility of bank optimization, but
unfortunately he failed to follow this lead, Banks are still assumed 1o be
concerned about such constructs as maximum lean-deposit ratios that are
apparently independent of interest rates.

Both Hodgman and eatlier students of banking institutions combined a
loosely specified objective function with a set of legal and administrative
constraints to obtain decision rules for bankers. Chambers and Charnes
{1961] improved upon this informal traditional analysis by suggesting
a linear programming framework. By introducing interest rates in an
objective function and by viewing the hierarchy of traditional decision
rules as constraints, they produced a model of bank behavior that is
consistent with both traditional theory and the maximization of bank
profits. However, in their model the existence or absence of uncertainty
is of no consequence. This feature is a serious shortcoming because
avoidance of risk is one of the promising theoretical candidates for
explaining portfolio diversification.

The impoertance of random deposit variations for the determination
of a bank’s optimum portfolio was first suggested by Edgeworth [1888].
Some seventy years elapsed between the publication of Edgeworth’s study
and the explicit introduction of uncertainty into models of bank portfolio
selection [Porter, 19611

Porter applied an inventory model to describe bank portfolio behavior
under uncertainty.! The results from his application of inventory theory
to banking are impressive ; his model includes market imperfections, asset
transactions costs, and uncertain future deposit flows and market yields.
Porter’s model suggests that a bank that maximizes expected profits
will generally hold a diversified portiolio in an uncertain world.? He also
demonsirates that if bank profits are a random variable, that is, determined
by the joint probability distribution describing deposit fiows and asset
yields, then profit maximization, “‘liquidity,” and “capital certainty” are
ingightful constructs for modeling bank behavior.

Because of its inventory-theoretic roots, this approach has been
particularly useful in describing bank demand for excess reserves and other
liquid assets. Later work by Orr and Mellon [1961], Morrison [1966],

1. An early precedent for applying inventory theory to monetary problems was reported
by Baumol [1952]. For influential studies of optimal inventory behavior see Arrow, Harris,
and Marschak [1951] and Karlin [1958]. '

2. A bothersome feature of static profit maximization in the absence of uncertainty is
that optimal portfolios contain only the highest yiclding asset.



6 Bank Management and Portfolio Behavior

Charnes and Thore [1966], and Poole [1968] clearly suggests the theo-
retical importance of uncertainty, transactions costs, legal and administra-
tive constraints, alternative rates of return, and attitudes toward borrowing
in explaining bank demand for secondary reserves.

The insights into bank behavior provided by these authors serve to
pinpoint the deficiencies in the carlier money supply theory.” That theory
indicated that with fraciional reserve requirements the commercial
banking system would expand its deposit liabilities by some multiple of
an initial increase in the level of reserves. The size of the multiplier was
determined by drains into Federal Reserve Banks, as well as by losses into
the public’s hoard of currency. Drains of reserves into desired excess
reserve holdings and additions to reserves through bank borrowing from
the Federal Reserve received little attention in the discussion of credit
multipliers.

The deficiencies of the earlier approach are well documented.* The
reserve multiplier is an ex post equilibrium relation, not a behavioral
relation. Structure is to be found in the specification of such relations as a
bank’s demand for excess reserves or demand for discounts from the
Federal Reserve. Brunner [1961] has developed a detailed analysis of the
supply theory of money based upon an aggregation of such structural
relations for individual banks. Direct derivations of money supply
functions from aggregative structural models have been provided by de
Leeuw [1965]; Goldfeld [1966]; and Modigliani, Rasche, and Cooper
[1970].

Another approach to the question of bank portfolio optimization under
uncertainty stems directly from Markowitz’s [1959] pioneering study of
efficient portfolio selection and from Tobin’s {1958] paper on liquidity
preference. Their portfolio approach assumes that an investor’s utility
function is quadratic in the rate of return. A portfolio is efficient if it is
impossible to increase its expected rate of return without raising its risk
(variance). The problem of portfolio selection is one of maximizing
expected utility subject to the trade-off between risk and rate of return
available from the set of efficient portfolios. This maximization for the
“risk averse” investor will usually imply the selection of a diversified
portfolio.

These methods have been applied to the problem of determining a
bank’s optimal portfolio by Pierce [1964 and 1967] and by Kane and
Malkiel [1965]. Banks operate in a world in which asset rates of return

3. For an example of this theory, see Chandler [1964, chap. 51.

4. See Tobin [1963] for a general eriticism of the approach and Meigs [1962] and Morrison
(19662 for explicit criticisms of the lack of behavioral relations in textbook treatments of the
problem.
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are not known with certainty and in which return-risk characteristics
differ among assets. Further, bankers are likely to be risk averse, either
because their objective functions are convex in discounted future net
income or because infiuential depositors and regulatory authorities induce
them to act as risk averters. The application of the theory of portfolio
selection to banking can yield precise statements about asset substitutions
that banks will make in response to changes in expected rates of return
and/or risk.

The strength of this portfolio balance approach lies in its explicit
allowance for risk aversion and in its computability. The approach has
important deficiencies as well. The results are sensitive to the specification
of the utility function, and stochastic deposit flows cannot be handled as
easily as with the inventory approach. Perhaps its greatest deficiency is that
investors often do not have the detailed information about individual
assets that the theory requires. Further, a bank chooses from a large set of
assets with characteristics that cannot be uniquely mapped into the mean-
variance rate of return space. The existence of such asset characieristics
as loan maturity and borrower guarantees suggests that banks are
concerned with many more dimensions of assets than simply the first two
moments of the single period distribution of rates of return. Hodgman’s
[1963] description of the customer relation and Hester’s {1962] analysis of
the bank loan-offer function stress the complexities of bank assct selec-
tion.

The theories of bank behavior that have been discussed so far describe
static equilibria ; they do not describe the rate at which a bank moves from
one position of portfolio equilibrium to another. In recent years several
studies have appeared that analyze how a bank adjusts its portfolio
through time.

The first such study [Meigs, 1962] argued that the rate at which a bank
adjusts free reserves to their desired value is a function of the gap between
desired free reserves and their actual value. In this model desired free
reserves are determined by market interest rates. A different approach to
bank dynamics is provided by Morrison [1966] in his study of bank
liquidity preference. Morrison argued that excess reserves and other
liquid assets are held as a buffer to avoid asset transactions costs stemming
from unforeseen, transitory deposit shocks, A bank’s demand for liquid
assets is hypothesized 1o be inversely related to the predictability of its
future deposit flows. Morrison also asserted that bank demand for loans
and other illiquid assets is related to permanent (expected} deposit levels
and is independent of transitory deposit variations. He assumed that a
bank forms its expectations concerning permanent deposit values from a
sequence of past deposits. This expectational scheme imparts a distributed
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lag structure to the adjustments of the bank’s portfolio in response to an
unforeseen, yet permanent, increase in its deposit liabilities. Finally,
Charnes and Littlechild [1968] reported an application of chance-
constrained programming techniques to banking that seems to yield a
similar distributed lag adjustment pattern.

Empirical studies of bank behavior presented by de Leeuw [1965],
Goldfeld [1966], Teigen 19644, 1964b], Hendershott {1968], and de Leeuw
and Gramlich [1968] all assumed that banks pursue a policy of trying to
close the existing gap between desired and actual stocks of assets at a
constant rate. This assumption of a simple stock-adjustment relation is
frequently used for reasons of statistical expediency. It is disappointing to
observe, however, that large differences in estimated speeds of portfolio
adjustment are obtained by these investigators.® Studies by Rangarajan
and Severn [1965], Bryan [1967], Mundiak {1961}, and Zellner [1968]
suggest that the simple stock-adjustment. model is not appropriate when
applied to aggregate data.

None of the studies discussed in this section provides an explicit analysis
of the influence of costs of rapid adjustments on optimal rates of portfolio
adjustments and/or on the final equilibrium portfolio composition. In
making a decision concerning the rate at which its assets change through
time, a bank must weigh the income foregone as a result of adjusting
slowly against the costs avoided by reducing rates of portfolio adjustments.

Eisner and Strotz [1963], Lucas [1967], Gould [1968], and Tinsley
{1971] derive expressions for optimal rates of adjustment of a firm's
capital stock in their studies of investment behavior. In their studies the
optimal rate of investment is determined by the penalty costs associated
with rapid plant expansion as well as by the size of the gap between
desired and actual capital. Their approaches are quite similar in spirit to
the analysis of dynamic adjustment to be presented in chapters 2 and 3.

2. SUMMARY OF ANALYTICAL RESULTS AND PoLiCcy
CONCLUSIONS

A major achievement of this monograph is the demonstration that it is
possible and practical to obtain direct estimates of dynamic portfolio
adjustments for both commercial and mutual savings banks from cross-
section data. The time path of adjustment of an asset in response to a
deposit shock differs according to the asset being considered. These
estimated response paths in general correspond to a priori expectations.

5. A brief survey of some of these results is provided in chapter 4.
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Banks that were particularly profitable during the sampie period had asset
adjusiment paths much more like those predicted by the theoretical model
ihan did other banks.

Additional important results are:

1. Demand deposits of individual commercial banks are very predictable
using a simple autoregressive scheme. Commercial bank time and
savings deposits and mutual savings bank deposits are also predictable
but to a lesser degree.

2. An adaptive-expectations model of bank portfolio selection that
utilizes deposit forecasts is not as successful in explaining portfolio
selection as 1s a model that utilizes actual deposit histories.

3. Estimates of asset rates of return and liability costs have been obtained
from cross-section data.

Some informative results are obtained by aggregating the cross-section
results to construct banking systems. It is not sufficient to know the
parameters of the portfolio adjustment model for an individual bank in
order 1o analyze dynamic system effects; it is also necessary to establish
the pattern and timing of payment flows among the banks in the system.
Results for several alternative systems are obtained, and these suggest
that macro-studies have been right for the wrong reasons. The banking
system does respond to variations in monetary policy with a long lag,
This lag is not so much the consequence of long lags in adjustment for
individual banks as it is the consequence of the banking system requiring
a long time to establish equilibrium following a shock. The results
obtained here do suggest, however, that most macroeconometric studies
have tended to overestimate the length of adjustment lags.

Some interesting policy conclusions are suggested by the analysis in
this monograph. First, there are relatively long lags in the adjustment of
the banking system’s portfolio to policy shocks, Second, the lags are not as
simple as those frequently presented in the literature. Interpretation of
observed changes in the banking system’s portfolio can be quite intricate.
Results reported in later chapters indicate, for example, that banks place
a larger percentage of a deposit inflow in short-term government securities
in the short run than they do in the long run. Observed short-term varia-
tions in bill holdings may, therefore, provide little information concerning
the relative tightness of the banking system’s portfolio. Banks may be
currently shifting out of bills not because they have experienced an increase
in loan demand but simply because they previously received a deposit
inflow,

Third, the pattern of payment flows among banks is crucial for under-
standing the bank aggregalion process. In order to predict aggregative
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behavior, these flows must be reckoned with. The results also indicate that
the introduction of financial intermediaries, such as mutual savings
banks, need not appreciably lengthen the lags of monetary policy.

3, OUTLINE OF THE MONOGRAPH

Chapters 2 and 3 develop the portfolio selection model to be estimated
in later chapters. Chapter 2 presents the assumptions that underlie the
model. A bank’s objective function, its activities, the legal and technical
constraints under which it operates, the type of risk and uncertainty it
faces, and its costs of portfolio adjustment are discussed in detail.

Chapter 3 contains a number of theoretical models of bank portfolio
behavior that differ in underlying institutional assumptions. These
models suggest that a very strong case exists for expecting lagged portfolio
adjustments by banks to deposit inflows. In subsequent chapters this
hypothesis is tested by studying two distinct empirical formulations. The
first, the “input-output” model, assumes that banks do not forecast
future deposit flows. In this model, costs of portfolio adjustment lead to a
relation between the history of a bank’s deposit flows and the current
composition of its portfolio. The second version is an “adaptive-expecta-
tions” model which assumes that banks use their previous deposit
histories to forecast future deposit flows. In this model, costs of portfolio
adjustment lead to a relation between current portfoiio composition and a
history of forecasts of the current value of deposits.

Chapter 4 discusses problems and techniques of estimating the structures
of the two portfolio adjustment models as well as a model for deposit
forecasting. The chapter also contains a description of a method for
estimating interest rates and costs experienced by banks. Chapter 3
provides a detailed discussion of the data used in the estimation of the
several models. '

Chapters 6 through 9 report the estimated structures of the medels for
commercial and mutual savings banks. An empirical analysis of bank
interest rates and costs is provided in chapter 10. Chapter 11 reports a
normative analysis that relates bank profitability to portfolio adjustments.

Chapter 12 describes a series of macro-simulation experiments designed
to measure the impact of monetary policy on bank portfolio choices,
Several different aggregation assumptions are used to obtain portfolio
adjustments for the banking system from the micro-results. Aggregate
systems containing both commercial and mutual savings banks are
considered.



CHAPTER 2

Underpinnings for a Theory of Bank Behavior

The principal determinants of behavior by an economic agent in classical
economic theory are (1) his objective function, (2) his set of available
actions (activities), and (3) restrictions imposed on his activities by
technology, market prices, and laws and/or regulations. In the observable
economy (4) uncertainty, man-made or natural, and (5) time-consuming
institutional frictions also importantly infiuence firm behavior. The first
five sections of this chapter interpret each of these factors for the cases of a
commercial bank and a mutual savings bank. The sixth summarizes a
set of assumptions that will form the basis for a theory of portfolio
behavior. In chapter 3 models are developed, and their properties are
exhibited with simulation studies.

1. A BANK’S OBJECTIVE FUNCTION

In this section it is especially important to consider commercial and
mutual savings banks separately. After a heuristic survey of firm decision
structures, this dichotomy will be strictly observed.

a. Firm decision structures

An individual is in centrol of an organization or a decision process if
he is free to make decisions that maximize his ohjective function. An
organization consists of a set of decision-making individuals joined by
some legal instrument. The ‘‘tightness” of a decision maker’s control
varies widely within an organization. Thus, a person who approves or
rejects loan applications is in control if he maximizes his function when
deciding upon loans, but he does not necessarily determine policies for the
bank at large. The chairman of a bank’s board of directors, on the other
hand, generally cannot take time to evaluate individual loan applications,
but he and his board do establish policy guidelines.

An individual’s power within an organization is indicated by his ability
lo make it behave in harmony with his preferences or objective function.
If all individuals in an organization have identical goals, then it is a team ;

11
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in such circumstances the measurement of power within an organization
is not interesting. Very small financial institutions {surely all one-man
organizations) may behave as teams, but larger institutions such as the
banks studied in this monograph are hkely 1o exhibit pronounced non-
team behavior.

All large firms have elements of nonteam behavior, which are evidenced
in the managerial scramble for promotion. Also, Berle and Means [1933]
and Baumal [1967] have convincingly argued that firm behavior is more
likely to respond to managerial rather than to ownership interests and
that these two groups have different goals. Most previous studies have
viewed a banking organization as a team that serves ownership interests.

Few financial organizations are tightly controlled because decision
makers face quite heterogeneous problems. A controlling element cannot
afford the enormous sums necessary to enumerate exhaustive rules for its
agents. Typically a controlling element itself cannot efficiently make the
large number of decisions that must be made.’

These remarks suggest that the objective function of a bank is likely to
have other arguments than just the discounted stream of expected future
net income. Indeed, it is possible that the objective function may vary
considerably from bank to bank depending upon the strength of different
competing factions within the organization. However, in the absence of
any compelling evidence to the contrary, this study will assume that the
objective function is the same for each commercial bank in the study.
Similarly, each mutual savings bank is assumed to have a common
objective function, which may differ from that of commercial banks.
These assumptions are introduced to limit the scope of the present in-
vestigation ; they deserve further study.

It remains to suggest what arguments are likely to appear in a typical
commetrcial bank’s and a typical mutual savings bank’s objective function.
The magnitudes of weights on different arguments in the functions are
not known a priori, and little evidence is available to suggest them.

b. Commercial banks

Stockholders of commercial banks are likely to be concerned principally
with earning a high rate of return on their shares. This return may be
accepted in the form of either dividends or stock-price appreciation. The
determinants of the choice between paying dividends and retaining
earnings in order to increase stock prices are not easily identified with

1. This pointappears to be supported by at least one study of relatively centralized banking
see Hester [[964).
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observable operating characteristics of banks. In general, growing net
income and assets are commonly believed to be positively related to rates
of retum on stock, however realized.? To the extent that technology is
embodied, growing firms will tend to have more efficient facilities and,
ceteris paribus, higher profits. Thercfore, rapid bank growth and high
and rising net income are important to ownership interests.

Bank management, qua management, is likely to be concerned princi-
pally with its remuneration and the prestige and social status that attach
to its positions. Top corporate executive salaries have been found to be
closely correlated with firm sales [McGuire, Chiu, and Elbing, 1962].
Baumol [1967, p. 471 also observes that certain honorific executive
associations place considerable weight on corporate sales when selecting
merabers. Therefore, it appears that management as such will strive for
high and rising firm sales (or assets, in the case of banks).

Personal income tax schedules tend to distort the form in which
executives receive compensation. Stock options and other similar plans
that utilize the capital-gains loophole are likely to reduce conflicts of
interest between management and stockholders. Tax laws also induce
management and directors to obtain compensation in totally or partially
tax-exempt forms, such as by locating offices in elaborate, expensive
buildings.

Management is also concerned with job stability ; mobility tends to be
limited for managers. This immobility reflects the fact that their salaries
would tend to exceed their marginal productivity for some years if they
were transferred to a new position. Job stability can be insured by avoiding
failures that are conspicuous to stockholders and the investing public.
Thus maintaining market shares, avoiding widely publicized losses, and
smoothing out year-to-year fluctuations in net income are very important
objectives of management.

Some other individuals, perhaps large stockholders or members of the
bank’s board of directors, have an interest in directing bank services to
their other business holdings at less than market prices. Thus, loans
carrying less than *“‘prime”™ interest rates, small compensating balances,
high fees for services rendered, and so on should be observed when such
interests are strong. This behavior does not lead to obvious conclusions
about the appearance of a bank’s portfolio, although it is likely that
bank profits will suffer if such interests are strong.’

2. See, for example, Baumol [1967], Modigliani and Miller [1958], and Nerlove [1968].

3. Recent extensive conversions of bank charters to the one-bank holding company
form are likely to aler extensively the objective function for banks. At the time of this writing
the effects of these changes are not foreseeable.
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¢. Mutual savings banks

Mutual savings banks are directed by a different set of controlling
interests, in part because owner-stockholders do not exist. A remarkable
{eature of mutual institutions is that while they are formed by having the
public subscribe savings deposits, which are temporarily nonwithdrawable,
they generate an autonomous undisiributed surplus (net worth) which is
controlled de facto by management and by directors who are not neces-
sarily depositors. This surplus was earned by investing depositor funds
prudently and profitably : when depositor funds are withdrawn, the surplus
reverts to the bank in a manner that is best viewed as legalized expropria-
tion of savings.

The purpose of this subsection, however, is not to question the fairness
of or the justification for existing mutual institutions, but rather to suggest
what objectives these institutions may have.* De facto control of surplus
{net worth) by management and/or the board of directors does not suggest
that banks will wish to maximize the rate of return from these funds.
Unlike stockholders in commercial banks, these groups cannot directly
appropriate return for their own use through payment of dividends or
realization of capital gains. Therefore, an important inducement for
seeking high and rising net income and deposit growth is not present in
mutual savings banks.

Management in mutual banks is likely to seek high remuneration and
therefore will desire large and growing firm size. Managers also will be
fearful of job market imperfections and will attempi to avoid conspicuous
losses or failures. As in the case of stockholder-owned enterprises,
managers of mutual organizations will atiempt to obtain tax-exempt
remuneration, perhaps through the use of elaborate office facilities.
Similarly, nonmanagement directors will atiempt to exact interest rate
and/or other concessions for their own business interests,

In conclusion, differences in the objective functions of the two types of
banks are expected to be observed because of legal differences in the
bargaining power of potential controlling groups. Mutual organizations
should be less interested in high and rising net income and somewhat less
interested in sales growth than should stock-chartered organizations.
Mutuals should be relatively more concerned with maintaining stability
and in supporting activities that lend prestige to management. Given these

4. Such guestions have been raised, at least implicitly, by previous studies of the savings
and loan industry. See Shaw [1962], Jolivet [1966], Nicols [1967], Scott and Hester [1967],
and Hester [1967].
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differences, if the two types of organizations should coexist in a single
market with identical legal restrictions, their behavior should differ.’

2. THe SET OF BANK ACTIVITIES (VARIABLES)

Banks, like most commercial enterprises, make many decisions every
day. The decisions involve personnel, salaries, lending terms, asset diversi-
fication, public relations, trust department policy, underwriting, and so on.
Of these decisions, few are well documented or observable by outside
investigators; published summary data about bank behavior reflect a
large number of individual decisions. Theories of a bank’s behavior that
are to be subjected to cmpirical verification must imply the existence of
relations among reported variables. The scope of the theory in this
monograph will arbitrarily be limited to a specification that yields
hypotheses about variables recorded by certain bank regulatory agencies
or trade associations and available for use by the present investigators.
These variables are listed in chapter 5.

It is convenient to view all bank variables as flows. Banks are principally
engaged in providing the service of intermediation by directing flows of
funds from lenders to borrowers. Therefore, in this monograph the stock of
an assef will be assumed to be uniquely associated with a flow of services
that the bank controls through lending and investing decisions. A deposit
liability is associated with a flow of services, and it is basically controlled
by depositors. The control by banks and depositors is not tight; for
example, banks occasionally experience losses through defaults and
frauds, loans are somectimes unexpectedly renewed, and depositors
sometimes temporarily relinguish control of their deposits when they
commit their funds to a bank for a fixed period. Nevertheless, as a first
approximation, it seems useful to view banks as attempting to select
assets in order 1o maximize their objective function subject 1o externally
determined deposits.

This formulation is highly simplifiecd and misses many important
aspects of bank behavior. Thus, compensating balances, negotiable
certificates of deposit, long-maturity term loans, lines of credit, and
revolving credit arrangements do not naturally fit into this formulation.
Similarly, the very appealing notion of a long-term customer relationship
[Hodgman, 1963] and the intricate bilateral determination of lending
termns [Hester, 1962] are not readily incorporated in this framework. The
omissions are necessary if the analysis-is to be tractable. An effort is made

5. This appears to be the case in the savings and loan industry [Hester, 1967].
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in this and the next chapter to suggest how such omissions are likely to
affect relationships in the model.

While flow variables may be measured continuously or discretely, in
practice all financial flows are recorded over discrete time intervals. Often
flows are not measured directly; their magnitudes must be inferred from
net changes in stock variables between two dates. Such measurements are
appropriate only if a theory suggests that inflows and outflows have
symmetric effects on and/or are symmetrically affected by other variables
in the system. An important assumption in the present monograph is that
no loss of information is experienced by studying net inflows.

Individual assets or Habilities are distinguished in theory because they
have differing characteristics that make them imperfect substitutes,®
The major characteristics of interest to banks and to most other investors
are an asset’s (1) liquidity, (2) reversibility, (3) predictability of rate of
return, and {4) divisibility.” These characteristics in turn can be mapped
into observable asset characteristics such as maturity, coupon, yield,
taxability, collateral, credit rating of issuer, convertibility, subordination,
call privileges, face amount, and associated brokerage fees.

Table 5-1 in chapter 5 indicates that commercial bank asset data
available for this study are classified primarily according to (g) maturity,
(b} insured or federally guaranteed status, (¢) the existence of secondary
markets, and (d) collateral. This breakdown of bank assets wili prove
very convenient for testing a number of important hypotheses. Com-
mercial bank deposit data are classified both by ownership (public, private,
or foreign), and by what reserve requirement applies. As is evident in table
5-3, mutual savings bank data are available in less detail than commercial
bank data but available data do permit tests of a number of hypotheses.

In addition to assets and liabilities, other variables and lunctionals
appearing in the subsequent theory are (1) interest rates, (2) cost schedules
foracquiring and disposing of assets, (3) advertising and promotional rates,
and (4) other schedules of costs and revenues that are incurred while
servicing portfolios. They are assumed not to be affected by a bank’s

6. Almost all individual financial instruments are unique in some respect. It is unrewarding
to study assets at a level of disaggregation which requires that within each category only homo-
geneous elements are present.

7. This list of asset characteristics was originally suggested by James Tobin in the second
chapter of his unpublished manuscript about monetary theory. The measurement of liquidity
was subsequently reinterpreted by Pierce [1966] to apply specifically to the case of a commer-
cial bank. Briefly, a perfectly liquid asset is an asset that can be sold at its full realizable value
the moment a decision is made to dispose of it. A perfectly reversible asset can simultaneously
be purchased and sold without cost to the transactor. An asset with a perfectly predictable
rate of return has a sure rate of return. A perfectly divisible asset is one that can be purchased
or sold in arbitrarily small amounts.
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behavior. The cost schedules for acquiring or dispesing of assets are
assumed to be decreasing functions of the length of time between the date
a decision 1s taken to acquire {or dispose ol) an assct and the actual
acquisition (or disposal) date; they are discussed extensively below. For
simplicity, banks are assumed to believe that the set of interest rates and
functionals will remain stationary at their observed levels.

3. CONSTRAINTS: LEGAL AND TECHNICAL
a. Legal and supervisory

Since the Depression banks in the United States have been tightly
regulated and examined by one or more supervisory agency. These
include the Board of Governors of the Federal Reserve System, the Office
of the Comptroller of the Currency, the Federal Deposit Insurance
Corporation, the Anti-Trust Division of the Department of Justice, and
state banking commissioners.

Regulatory standards vary considerably among these agencies and
across different groups of banks under a given supervisory authority.
For example, branch banking is typically allowed on the East and West
coasts, but not in the Midwest. Multibank holding companies are legal
in some states, but not in others. States like California permit statewide
hranch systems, whereas New Y ork discourages money market banks from
moving upstate, Merger criteria appear to vary among federal supervisory
agencies [Hall and Phillips, 1964],

Similarly, reserve requirements on deposils differ between classes of
Federal Reserve System member banks. State banking commissioners
impose different effective reserve requirements on nonmember banks than
are established by the Federal Reserve. Commercial banks, mutual savings
banks, and savings and loan associations have quite different implicit and/
or explicit reserve requirements on substantially identical Liabilities.?

Also lending (discount window) practices of individual Fedcral Reserve
Banks are likely to vary considerably among districts. Mutual savings
banks chartered in different states have quite different lending and invest-
ing powers. From these obscervations it is clear that empirical verification

8. A number of volumes prepared for the Commission on Money and Credit report facts
abowut variations in regulatory standards across intermediaries. See in particular the mono-
graphs prepared by the American Bankers Association [1962], the National Association of
Mutual Savings Banks [1962], and Leon T. Kendall for the United States Savings and Loan
League [1962). See also the Report of the Committee on Financial Institutions to the President
[United States Government, 1963] and the Report of the President’s Commission on Financial
Structure and Regulation [United States Government, 1971],
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of a theory of portfolio behavior should be performed using a sample
of relatively homogeneous banks regulated by a single set of supervisory
agencies.

The prime institutional restriction on bank portfolio behavior is that a
bank be prepared to honor requests by demand depositors for currency
or check withdrawals up to the amount of their balance without notice.
In practice, banks attempt (but do not promise) to meet such demands
from their regular savings account depositors as well. Thesc institutional
features together with information about the distribution of deposit
shocks and the costs of dispasing of assets are hypothesized in this mono-
graph to be important determinants of both the equilibrium portfolio mix
and the rate of adjustment to this mix.

Reserve requirements administered by the Federal Reserve System are
another important institutional restriction. They limit the percentage of
bank assets that may be held in noncash form and, correspondingly,
restrict bank net income. They are related to the restriction in the previous
paragraph, since they diminish the maximum percentage of noncash
assets that must be liquidated for each dollar withdrawn. Increases in
reserve requirements cause banks to hold higher percentages of their
assets in the form of cash ; the effect of these increases on the distribution of
funds among noncash assets is a matter of controversy.®

Legal restrictions apply to a large number of other aspects of bank
portfolio behavior. For example, commercial banks are not allowed by
law to (1) invest in common stock of nonbank enterprises, (2) lend ntore
than 10 percent of their own capital account to any single borrower, (3)
pay interest dircctly on demand balances, (4) lend more than trivial
amounts to their own officers, (5) underwrite corporate debt or equity
instruments, (6) charge interest rates higher than legally established usury
ceilings, and (7) open or close branch offices without prior agency approval.
The United States Treasury requires that all deposits of funds in tax and
loan accounts be secured by approved liabilities of the government or its
agencies. These regulations effectively prohibit a number of otherwise
attractive portfolios and therefore tend to impede banks from maximizing
their objective function. They also serve to limit the power of those
individuals who control banks and specifically to ban some forms of
managerial remuneration. On balance, regulations probably lower bank
profits, sttengthen the hand of ownership interests relative to management,
and force banks to have portfolios that lessen the probability of bank
failure.

9. See Aschheim [1959] and the subsequent extended controversy appearing in the
Economic Journal. See also Brainard and Tobin [1963].
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Frequent bank examinations by supervisory agencies also greatly
affect bank behavior. A bank examiner may criticize banks for realized
losses, unsound lending practices, inadequate capitalization, ineffective
internal controls, excessive loan specialization, poor or incomplete
records on outstanding loans, and other shortcomings. The possibility
of unannounced examinations forces bankers to keep considerable
documentation about their portfolio and creditors continuously on file.
While detailed documentation (data processing and information retrieval)
is common in financial mstitutions, examinations doubtlessly increase
data processing burdens in banks. Therefore, bank examinations will
cause an increase in costs for banks, a reduced frequency of bank irregu-
larities and failures, and a smoothing out of fluctuations in loans and other
assets requiring extensive data collection and analysis.

b. Technological and accounting

Technological censtraints are analogous to those encountered in the
theory of the production function. With a given set of inputs, such as labor,
building, computer time, and telephoning, it is assumed that a set of maxi-
mal obtainable outputs exists for the firm. By identifying output with
intermediation services, these constraints serve to introduce the notion
of capacity restrictions on the rate at which banks can transmit deposit
inflows into illiquid, risky credit outflows.

Accounting constraints refer to identities such as the conditions that the
sum of a bank’s assets must equal the sum of its habilities and net worth
or that a bank’s receipts must equal the sum of its expenses and net in-
come. These identities will be explicitly imposed in this monograph.

4. Ri1SK AND UNCERTAINTY

It is correct but nonilluminating to observe simply that bank perform-
ance is sensitive to the values of a number of important random variables.
It is importani to analyze carefully the nature of risk and uncertainty in
banking. In this section assumptions about the underlying stochastic
processes for bank deposits, repayment flows, capital structure, and rates
of return are stated and interpreted. Finally, a brief discussion of bank
uncertainty about national economic e¢vents and central bank policies is
presented.

a. Deposits

Data about the stock of a commercial bank’s demand deposits are
available in a disaggregated form according to whether the deposits are
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controlled by the United States government, banks, or other individuals,
partnerships, and corporations. In subsequent chapters, which analyze
bank portfolio behavior, it is assumed for simplicity that these three types
of deposits can be aggregated for an individual bank without loss of
information.

A second assumption concerns the relationship between demand and
time deposit inflows to a commercial bank. In order to avoid an extremely
ill-structured estimation problem in later chapters, 11 is necessary to assume
that time sequences of demand and time deposits for a commercial bank
are independent. Some indirect evidence supporting this assumption is
reported in chapter 8.

Intertemporal fluctuations in the level of demand deposits at individual
commercial banks have been studied by a number of investigators.'” The
following results have been reported : The magnitude of deposit changes in
some time interval is related to size of bank; small banks by law have
maximum loan limits and by location and specialization are likely to
appeal to individuals making relatively small transactions. The number of
deposit transactions per period is an increasing function of bank size.
The.combined effect of these two factors is that the coefficient of variation
of the level of demand deposits or the maximum monthly percentage
deposit loss declines as bank size increases. The elasticity of the coefficient
of variation with respect to bank size is on the order of 0.25. These con-
clusions have been obtained from studying banks in very different banking
markets and concern short-term fluctuations in a bank’s demand deposits.

A bank’s short-term deposit level variability and its deposit level un-
predictability are likely to differ because changes in its deposit level in
successive periods are likely to be related. For example, suppose a deposit
increase in a bank can be traced to expenditures from some new project,
like the construction of a new factory. Expenditures on the project will
continue for many weeks: positive net deposit inflows from it should be
recorded by the bank during these weeks. :

As a second example, theories of the demand for cash suggest that
individuals or business establishments receiving deposit increments are
not likely to hold such balances idle. A bank should expect to see part or
all of the increments withdrawn in succeeding weecks. The withdrawn
funds will tend to be redeposited 1n the same or other banks.

These two characterizations imply different specifications of the
stochastic process describing the Jevel of a bank’s demand deposits. The

10. See, for exampie, Federal Reserve Bank of Kansas City (1957), Hester (1962}, Gramiey

[1962], Hester [1964], Morrison and Selden {1965], Rangarajan [1966], and Struble and
Wilkerson [1967].
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first characterization is described by expression (2.4.1) and the second by
{2.4.2).

d, | +
(2.4.1) d =max{ 10 5

v, = ap, + &, w>a>0
where

d, is the level of a bank’s demand deposits at the end of period ¢,

p, is the flow of expenditures from a project during peried ¢, and

g 1s a serially independent random variable with finite variance and
expected value of zero.

di_ +w
(2.4.2) d, = max { 0

w, = fiw,_, + g, 0=pF> -1

In what follows, it is assumed that the nonnegativity constraint is never
effective.

Neither alternative can be excluded a priori, but only the latter can be
studied with available data resources. Moreover, the first model is
seriously incomplete because additional information is required to
identify which projects and what associated values of o are to be employed
in different situations. Therefore, apart from arguments at the end of this
section, 1t will be assumed that deposit levels are described by an auto-
regressive process similar to (2.4.2) with an order that will be determined
experimentally. This process is assumed to be stationary and stable and
to vary among banks. The processes to be examined empirically for each
bank studied are given by (2.4.3).

n
(2.4.3) do=Y Bd_:+¢
i=1
where
d=d —4d_,.

Stability implies that the modulus of the largest root of the polynomial
(2.4.4) is strictly less than unity.

{2.4.9) yo-By Tt — =By — B =0.

An additional assumption made about this process, which is intuitively
appealing, is that a bank recciving a deposit inflow should eventually
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have its own deposits permanently increased. This assumption and the
stability assumption will be satisfied if the following condition holds:

(2.4.5) —c < ) fi<l
i—=1

The autoregressive process is likely to vary among banks and depends
upon the percentage of a community’s financial transactions which a
bank participates in. Thus, a monopoly bank might expect to retain 100
percent or more of a stochastic deposit inflow. A bank in a highly com-
petitive market is likely to retain a very small percentage of a deposit
inflow. A bank’s retention ratio is defined as

1
(2.4.6) rp =

-3 8,

The process is also likely to vary considerably among different types of
deposits. Demand deposit shocks are likely to be withdrawn rapidly
because, as suggested above, firms and individuals do not want to hold
excess idle balances. Therefore, coefficients on recent lagged changes in
demand deposits in expression (2.4.3) are likely to be negative and large
absolutely ; they should decline in absolute value as the subscript increases,
A corresponding process for time and savings deposits or for mutual
savings bank deposits is not expected (o exhibit this pattern; owners of
these deposits view them as medium-term investments and do not plan to
withdraw them immediately. In the case of many time deposit accounts,
they cannot withdraw them until a specified time interval has elapsed.

The recent emergence of negotiable certificates. of deposit (CDs)
increased the likelihood that no very stable relationship between present
and past changes in commercial bank time deposits exists. More important
for the present study, emergence of this instrument strongly suggests that
banks may have varied interest rates offered on CDs in order to obtain
funds for desired short-term portfolio objectives. This in turn suggests
that previous assumptions about the independence of a bank’s time and
demand deposit sequences and the exogeneity of interest rates may be
incorrect for banks issuing CDs. During part of the pericd studied in
subsequent empirical chapters, a small number of large banks were
issuing CDs. Large banks will be studied separately in chapter 8. As
stated above, it is not possible to incorporate the emergence of CDs
formally in the models of this monograph.
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The process might also be sensitive {o a bank’s portfolio composition.
Introductory economic textbooks state that the banking system *‘creates
money.” A dollar injection of “high powered” money produces additional
doliars of deposits. Because the system consists of individual banks, it is
not unrcasonable to suggest that, as time passes, a bank will share in the
deposits that it creates. In particular, a bank that lends locally is more
likely to benefit from deposits it creates than one that buys bills in the
national money market. An assumption of the present study is that a
bank’s portfolio behavior is not a significant determinant of its deposit
fluctuations.

b. Interest and amortization

In addition to deposits, banks receive a large flow of allocable funds
from interest and amortization payments on outstanding loans and
investments, During most years these flows considerably exceed net
deposit inflows for both commercial and mutual savings banks.'' Loan
repayments typically are specified in advance by agreements; these
flows and loan renewal requests tend to be highly predictable.!* Flows
from interest and amortization of government securities are also extremely
predictable. For the most part, therefore, banks can plan their future
portfolios with accurate estimates of repayment flows. It follows that
banks can reinvest thesc funds cheaply by making commitments far in
advance of actual repayments. In the next chapter it will be argued that
foreseeable fluctuations in repayment flows are not likely to determine
bank portfolio composition importantly.

To be sure, some randomness occurs in the time sequence of repayment
flows. Borrowers may prepay or they may fail to meet scheduled payments.
In principle, such shocks should be studied separately. Because they are
not observable in available data files, it is necessary to ignore this random
determinant of portfolio composition. From interviews it appears that it
is not of great importance.

c. Capital and other minor liabilities

The remaining nonasset balance sheet items are quite heterogeneous
for both commercial and mutual savings banks, The Jargest items are

t1. For evidence supporting this assertion for mutual savings bunks, sec the National Fact
Book of the National Association of Mutual Savings Banks [1965, p. 23]. Corroborating
information about commercial bank flows is less accessible. However, given the fact that
commercial bank loans and investments are of shorter maturity than those of mutual savings
banks, there can be little quarrel with the assertion in the text.

12. A small number of bankers who were interviewed confirmed that these flows are in
fact very predictable.
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capital accounts for commercial banks and general reserve accounts for
mutual savings banks; they represent net worth. Changes in capital
accounts reflect new issues of equities or subordinated debt, net losses and
charge-offs, and flows of undistributed net income ; the lasi two items alone
determine changes in savings bank general reserves. Because bank income
is relatively stable from year to year and loss rates are low, banks can be
assumed to forecast these flows with considerable accuracy.

Nondeposit commercial bank liabilities include certified and officers’
checks, mortgages and other liens on bank property, rediscounts, accept-
ances, and other lhabilities. These items individually tend to be small,
Some clearly are at least partly consciously determined by bank portfolio
policies. A simplifying assumption of this monograph is that they can be
perfectly foreseen. A similar assumption is made for remaining mutual
savings bank liabilities, which include Christmas ciub, industrial, school
savings, and other miscellaneous deposits and other liabilities.

d. Rates of return

Many theories of portfolio choice are based upon uncertainty about
rates of return. Contributions by Tobin [1958], Markowitz [1959], and
Samuelson [1967] suggest that this uncertainty is an important factor
explaining portfolio diversification. The model of the present monograph
neither requires nor precludes uncertainty about rates of return as an
explanation for bank portfolio diversification. Therefore, this topic will
be discussed in some brevity.

A number of considerations led to a deemphasis of rate-of-return
uncertainty as a central element of the model. First, interest rates on assets
available to banks are very highly correlated. If a bank’s objective function
is quadratic in rate of return and rates of return are perfectly correlated,
usually no unique optimum portfolio exists. In figure 2-1 any point in
the interior of the opportunity locus 44’ is obtainable from a number of
different combinations of assets 4, 4, and A”.

Second, since assets have many characteristics, it seems artificial and
uninecessary to restrict thinking simply to one, the rate of return. Hester
[1962] argued that lending interest rates are jointly endogenous with a
number of other lending terms in an individual financial transaction. If
carried to an extreme, this view suggests that no relationship should be
expected between market interest rates and portfolios unless other asset
characteristics are held constant.

Third, the distribution of future changes in rates of return for banks
and other investors has not been very successfully analyzed. The extensive
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FIGURE 2-1. INVESTOR PORTFOLIO EQUILIBRIUM WHEN ASSET RATES OF RETURN ARE
PERFECTLY CORRELATED

recent literature on the structure of interest rates suggests that a number
of quite different theories are consistent with available evidence.!® These
theories tend to be incomplete in that they exclude determinants of the
supplies of new debt instruments. They also seem to have quite different
implications about how future rates of return should be forecasted.

Fourth, market interest rates, which are available for empirical analysis,
are gross rates of return. The relevant rates of return for describing bank
portfolio behavior are net of costs of acquiring and servicing assets. It is
shown in chapter 10 that assets with relatively high gross returns need not
have high net rates of return.

Rather than build on this foundation, an extremely simple stochastic
process is assumed to describe bankers® interest rate expectations,
Specifically, bankers are assumed to have unitary elasticiiies of expecta-
tions of interest rates for each asset and liability considered.

It is true that significant variations in deposit interest rates and factor
costs exist among financial institutions.’* This variability will require that
estimation procedures in subscquent chapters be modified to allow for

13. Cf. Meiselman [1962], Malkiel {1966], and Telser [1967].

14. Cf. Time Deposits in New England [Federal Reserve Bank of Boston, 1963] and Hester
{1967).
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individual bank differences. The reasons for the existence of these inter-
bank interest rate differentials are not clear and are beyond the scope
of the present study. The crucial assumption is that banks are not free
to vary either interest rates or factor-cost schedules in response to deposit
shocks.

c. National economic events and policy

Bank behavior is likely to have other substantial random elements.
. Thus, local or national recessions, national economic policy, riots, arson,
wars, balance-of-payments problems, and spurts of inflation may affect
various behavioral relationships studied below quite independently of
variables mentioned in this section. An individual banker is assumed to
view such events as being independent of his own deposit and net worth
fluctuations. Perhaps most important for this study, a banker is assumed
not to modify his deposit forecasts in response to an open-market purchase
or a discount rate change.

5, INsTITUTIONAL FACTORS AND COSTS OF ADJUSTMENT

If economic agents were able to adjust their activities to new conditions
instantaneously and without cost, then forecasting, planning, and dynamic
microeconomic theory would be pointless. Bankers cannot do so for two
reasons. First, it is prohibitively costly for a banker to inform himself about
all conditions in his economic environment. Second, even if all conditions
could be known, banks will experience considerable costs when rapidly
changing their loan portfolios.

To gain insight into dynamic bank bchavior, this section attempts to
identify and quantify (very approximately) a bank’s important frictional
costs. It assumes that a bank has current information about its creditors,
debtors, and legal environment. The amount of accumulated information,
which clearly differs among banks, depends upon the skill of the bank’s
staff, the accessibility of information about its clients, the cohesiveness
and homogeneity of its clients, and the rate of growth of its assets.

a. Information about loan applicants and its assimilation

The evaluation of bank lending opportunities will now be considered
in some detail and interpreted in terms of the costs of making overall
portfolio adjustments. Suppose a commercial bank desires to place
$£100,000 in commercial loans. For simplicity, assume that the bank’s sole
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objective is to maximize its discounted stream of expected future net
income and that market loan interest rates exceed rates of return available
from securitics and other portfolio assets. The bank recognizes that loans
have default risks and that these risks can be reduced by extensive and
costly reviews of potential borrowers’ financial statements, integrity,
previous repayment histories, and so on. It also recognizes that different
firms have diflerent expected future rates of sales growth and that a
relationship with a growing firm is likely to yield the bank future profits
both from loans and compensating deposit balances. No doubt, it also
recognizes that bargaining sirengths of different potential borrowers vary
and that bank profits can be'augmented by discriminating among potential
borrowers. Firms in need of funds can be induced to provide the bank with
confidential information about themselves and, rather importantly, about
other business firms with which they trade. A lending transaction between
the bank and a client is a subtle multidimensional negotiating situation that
requires cautious appraisal by skilled personnel.

The bank typically has a number of potential borrowers who are willing
to take out loans at, say, the prime interest rate ; it must choose carefully
among them. If it had foreknowledge of the availability of the $100,000,
it would have had an opportunity to study its loan applications and could
place its funds efficiently and promptly. If, however, the bank is suddenly
and unexpectedly presented with an opportunity to place this money, it
might lend it quickly with only a superficial review of potential borrowers.
Such behavior would tend to increase the probability of a loan default and/
ot result in the bank’s failure to exploit its opportunity fully.!® Alterna-
tively, it could delay making a loan until it had exhaustively reviewed all
potential applicants; high loan interest rate income would have been
foregone and high investigatory costs would have been incurred. Instead,
the bank is likely to place unexpectedly received funds in loans only after
a lag, which is determined by the structure of interest rates and the length
of time and expense necessary for bargaining, reviewing, and formally
processing loan requests.

If very substantial amounts of funds (relative to a bank’s total assets)
are to be placed, this time interval is likely to be quite long. Banks have a

15. The reader may object by saying that any banker worth his salt would have a set of
potential borrowers who had already been extensively screened. However, this objection is
not easily maintained, for any single borrower is not likely to be able to wait Jor occasional
random loans from a bank. He must have a steady sure source of finance. Consequently, this
“unsatisfied fringe” of qualified borrowers is likely to be changing quite frequently. A bank
must constantly review these new firms in order to be assured of their soundness. It wouid
have to do this even though, as assumed in the text, it did not expect to be able to lend to
them. Maintaining a small excess supply of potential borrowers could be quite expensive!
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fixed trained staff of lending officers, and their capacity for reviewing
proposals will temporarily be exceeded by large injections of funds. This
is particularly true if a bank's objective function is of a form that commends
diversification in the loan portfolio. Similarly, if very substantial positive
shocks in potential loan funds occur, a bank may wish to advertise that
it is willing t0 expand its loan portiolio. New borrowing prospects may
require further time to react efficiently to the advertised availability
of funds. Capacity considerations aside, the length of time between
receiving funds and lending may be quite long if an advertising campaign is
undertaken. These arguments suggest the hypothesis that the observed
lag in adjustment is likely to be an increasing function of both the sizc and
the vanability of the flow of loanable funds. This hypothesis is tested in
chapter 6.

A lagged response to negative changes in loanable funds is also likely
for reasons that previously have been suggested by Hodgman [1963].
While banks receive a large continuing predictable flow of loan amortiza-
tions, they cannot instantaneously withdraw these funds from their loan
portfolio. Good customers of the bank, with their substantial balances, will
be offended and possibly scriously hurt if their loan renewal requests are
not met. These customers typically have outstanding commitments for
purchases of equipment or inventoriges for which bank financing may be
essential. Also, marginal customers of the bank may not be capable of
instantancously liquidating bank credit ; inducing borrower bankruptcics
does not improve the image of the bank. The lags in response to un-
expected positive and negative shocks to loanable funds may differ.
However, in subsequent empirical research, it is necessary to assume that
these two lags are of similar length. Some evidence in support of this
assumption is reported in chapter 6.

b. Dhgression on searching a random sequence of loan requests

Another characterization of lags in bank lending in response to un-
expected fund flows is suggested in this digression.!® It requires few
institutional assumptions, but implies a dynamic bank behavioral pattern
similar to that just described. As in the previous subsection, a commercial
bank is assumed to maximize the discounted stream of its future net
income.

16. A characterization along these lines was informally suggested to us by G. H. Orcutt
when a preliminary paper underlying this monograph was presented at a seminar at the

University of Wisconsin in November 1966. We are grateful to him for this suggestion, but
he is not liable for the development in the text.
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Loan requests are assumed to be governed by a stationary stochastic
process in which lending opportunities appear at regular intervals but
have randomly distributed assoctated rates of return. A bank is assumed to
know the moments of this distribution and to have an external rate of
return that it can realize with probability one from some nonloan asset
in its portfolio, say, Treasury bills. The bank then establishes a confidential
internal threshold interest rate such that all loan requests at or above
this threshold rate are automatically accepted. All others are rejected. It is
assumed that no investigatory or other costs are associated with reviewing
or making loans and that no customer relationships exist. The threshold
level will be a function of the bank’s external rate of return, the frequency
of loan applications, the distribution of loan rates of return, and the
existing flows of funds available for lending. The threshold interest rate
will always exceed the external rate of return because the bank can always
hold bills in lieu of lending. Because the distribution of interest rates is
stationary, it is possible to determine the expected time interval between
the date when funds become available and the date on which they are lent.
Ceteris paribus, this interval will be an increasing function of the external
rate, the dispersion of the distribution of loan interest rates, and the
frequency of loan applications: it will be a decreasing function of the
flows of loanable funds.

This characterization is a convenient expository vehicle, but it is only
a caricature. In particular, a bank following this decision program would
soon find itself with a portfolio of unsound loans. However, when inte-
grated with the previous version, this characterization helps to provide the
foundation for what follows. It is analyzed in more detail in chapter 3.

¢. Costs of adjustment for other bank assets

Commercial loans represent a relatively small, albeit important,
component of bank portfolios. In"table 5-5 it can be seen that the New
England commercial banks studied in this monograph had approximately
16 percent of their assets in cash, balances with other banks, and cash items ;
24 percent in United States government securities; 16 percent in consumer
loans; 15 percent in commercial and industrial loans; 14 percent in real
estate (mortgage) loans: 7 percent in state and local securities; and the
rest in miscellaneous minor assets. Furthermore, mutual savings banks
hold the bulk of their assets in mortgage loans. To describe dynamic bank
portfolio responses to unexpected fund flows, it is necessary to describe
adjustment costs for each of these other assets briefly.
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i. Cash: Apart from required reserves, cash assets can be acquired and
released with little cost to a bank.'” Minor transaction costs are imposed
by armored car service firms when currency and negotiable claims are
transferred. Some bank officer time is expended in reviewing and executing
federal funds transactions. Similarly, officers must review decisions in-
volving a bank’s balances kept at correspondent banks. These balances
reward correspondents for services rendered and facilitate clearing of
checks; they are more valuable to correspondents if they remain idle. A
more substantial transaction cost is sometimes associated with decisions
to borrow at the Federal Reserve Bank discount window.'® This sub-
jective cost depends on the sensitivity of a bank’s officers to criticism
from the administrator of the discount window and on their fear that the
flow of discount window funds can be terminated. Nevertheless, it is
generally clear that cash balances can be adjusted with the greatest ease
of all principal bank assets. A cash asset is nearly perfectly liquid, revers-
ible, predictable, and divisible. '

ii. United Siates government securities: Most publicly held debt
obligations of the United States government are broadly traded in a market
that is quite efficient retative to those servicing other assets. For a few
dollars, an individual can buy or seil a $§1.000 long-maturity Treasury
bond; bills and other short-term assets can be traded at even smaller
brokerage charges. Table 2-1 shows that during the period studied in the
subsequent empirical chapters, all existing commercial banks held
approximately one-third of this outstanding marketable debt; this sum
represented more than 20 percent of the aggregate commercial banking
system portfolio. More than 80 percent of these bank investments matured
within five years, and more than 35 percent matured within one year.
Prices of bills and other short-term assets are more predictable than long-
term securities. Both predictability of price and low brokerage fees are
important factors in explaining the apparent bank preferences for short-
maturity securities.

As suggested in models of the transactions demand for cash, banks will
choose to hold government securities rather than idle cash whenever
the income from holding securities seems likely to exceed brokerage and
the other nuisance costs of acquiring and disposing of securities in the

17. As noted previously, the possibility that banks may endogenously adjust their cash
position through varying the interest rate paid on negotiable certificates of deposit is not
formally considered. If such transactions were considered, it would eliminate the traditional
(and somewhat artificial) distinction made here between substitution among assets and
substitution between assets and liabilities. With the exception of borrowing from the Federal
Reserve, the only choices available to banks involve switches among assets.

18. CI. Polakoffl [1960].
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open market. Banks may also hold government securities in order to be
eligible depositories for funds of the United States Treasury and various
state and local government treasuries.

TABLE 2-1. PERCENTAGE DISTRIBUTIONS OF QUTSTANDING UNITED STATES GOVERN-
MENT MARKETABLE SECURITIES HELD BY THE PuBLIic, MARCH 31, 1962

Maturity
Owner within -5 S5-10 10-20 over
1 year years years years 20 years
Commercial banks 30.29, 53.6%  360% 17.3% 37
Mutual savings banks 1.5 30 9.3 6.8 10.7
Insurance companies 21 4.1 9.0 129 22.1
Nonfinancial corporations 12.6 28 0.3 03 0.1
Savings and loan associations 08 1.6 38 37 38
State and local governmenis 6.6 2.5 4.7 11.8 305
All other investors 46.3 324 36.6 47.2 20.2

Total 100.0%, 100,09, 100.0%; 100.0% 100.0%;

SOURCE : Federal Reserve Bulletin 48 (June 1962), p. 731.

Apart from brokerage fees and predictability differences, banks have
other reasons for distinguishing between long- and short-maturity
securities. Small banks typically hold longer maturity securities than large
banks; this practice apparently reflects the indivisible nuisance costs
encountered by very small banks when they frequently make purchases
of Treasury bills.

More importantly, during the period studied, tax laws artificially
distinguished between capital gains and coupon income flowing from
securitics. Different tax rates and differences in before-tax rates of return
made portfolio switching decistons quite subtle, particularly when a bank
was attempting to determine whether a tax year should be one in which it
realized losses or gains.'® The opportunity costs associated with untimely
trading of long-term securities can be large. Therefore, we expect to
observe commercial banks frequently and predictably making short-term

19, The importance of concentrating realized capital gains and losses in different tax
years was a consequence of an irrationality built into the federal income tax statutes. Capital
losses could be deducted from ordinary income belore computing corporate income taxes,
but only after such losses were first offset against realized capital gains, if any. Because the
two types of income were taxed at different rates, the law induced firms to have gain and
loss vears. For details about taxation of income from bank securities, see Parks [1958].
This anomaly was removed with passage of the Tax Reform Act of 1969.
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security adjustments. Medium- and especially long-maturity bonds may
have very different trading costs for individual banks, and these variations
impair empirical descriptions of bank holdings of thesc assets.

jii. State and local securities: Coupons, maturitics, collateral, and risk
ratings of state and local securities differ considerably. Brokerage charges
associated with trading these securities are higher than those incurred
when trading United States government securities. In most instances
they are small when compared to costs realized when acquiring or
disposing of loans. Markets for securities of a local government may be
quite ““thin” because of indivisibilitics, imperfect information about the
issuer, and the small volume of its outstanding debt. Such securities
typically have a long maturity and are not free from default risk.

Prices of long-maturity bonds tend to fluctuate substantially in response
to market interest rate movements. Therefore, banks can calculate only
very approximately the opporlunity costs of trading these instruments on
specific dates in the future. If banks’ objective functions are convex
functions of discounted future net income, then this feature will decrease
the value of these assets as temporary repositories for funds. Like long-
maturity United States bonds, capital gains resulting from trading state
and local securities were subject to different tax rates than coupon income.
This institutional feature will again impair the precision with which
subsequent empirical chapters describe bank trading of these securities.

On the other hand, banks desire to hold state and local securities in their
long-run equilibrium portfolios because coupon income from these assets
is tax exempt, and nominal interest rates are sufficiently high to make
them profitable on an after-tax basis. They are less costly to service than
loans because credit reviews tend to be less frequent and because their
maturitics are longer. Unlike loans, however, a large portfolio of tax-
exempt securities does not cement long-term customer relationships.
Bank holdings of state and local securities, long-term United States
government bonds, and commercial loans in their equilibrium portfolio
are a function of the economic characteristics of the area that a bank serves,
the bank’s cobjective function, its tax rate, and so on.

In what follows, state and local securities are viewed as lying between
long-term United States government bonds and commercial loans with
respect to reversibility, predictability of price, and liquidity. Relative to
long-term United States government bonds, state and local securities
typically are less liquid and less predictable but have a somewhat higher
after-tax rate of return.?®

20. For evidence on this point, see table 10-2.
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ip. Consumer loans: These assets consist of installment loans to pur-
chase automobiles and other consumer durables, installment loans to
repair and modernize property, business installment loans, and single-
payment loans for household, family, and other personal expenditures.
They are ordinarily of small denomination (divisible) and, with the
exception of single-payment loans, have maturities ranging from twelve
to sixty months. They have high rates of return and are relatively expensive
to service. Furthermore, because of their small denominations they are
relatively costly to initiate. All loans require some standard initial eredit
analysis and documentation ; this paperwork can be very costly in relation
to the interest income from small loans. No organized secondary market
exists for selling or discounting such loans.

Single-payment loans permit a bank to support individuals with a
fiexible shori-term credit instrument. Such credits are convenient tools
for establishing relationships between a bank and valuable future clients.
Therefore, relatively high opportunity costs may be associated with
rejecting a single-payment loan request or requiring rapid repayment of a
loan except, of course, where default loss or fraud is imminent.

Installment loans constitute the majority of consumer loans. Borrowers
are frequently not depositors of a bank, and there is no strong customer
affiliation between them and the bank. Banks usually play a passive role
in 1itiating such loans; contractors and salesmen arrange them while
negotiating transactions. A bank can decline new loans only at the peril
of terminating a valued customer relationship between it and these
individuals. The comparatively long maturity of these loan agreements
effectively deters rapid hiquidation of installment loans.

v. Mortgage loans: These loans have long nominal maturities; in
recent years the average contract maturity has been about twenty-two
years for commercial banks and about twenty-five years for mutual
savings banks [Federal Home Loan Bank Board, 19683, These contractual
maturities are rarely realized. Because the American population is mobile,
the mean realized mortgage maturity is between six and eight years. An
important characteristic of mortgage loans is whether or not they are
insured by the Federali Housing Administration, the National Housing
Administration, or the Veterans Administration.

At the end of 1962 all commercial banks held $23.5 billion of residential
mortgages of which $9.2 billion were insured. On the same date mutual
savings banks held $29.2 billion of which $19.0 billion were insured
[Board of Governors of the Federal Reserve System, 1968]. Insured
mortgage loans are traded on an organized secondary market that 1s
supported by the Federal National Mortgage Association. Dealers in
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this market process orders for future delivery of mortgage loans; typical
fead times between order and delivery dates are from three to twelve
months.?! We have little direct evidence on brokerage charges prevailing
in this market but are informed from interviews that brokerage charges
tend to be a declining function of the lead time. Therefore, insured
mortgage loans have more liquidity and reversibility than other loans,
particularly conventional mortgage loans, but less than state and local
securities.

Mortgage lending by banks is reasonably profitable, if judged by
estimates reported in chapter 10. The fact that mortgage loans may be very
illiquid does not discourage banks from engaging in this activity, for, as
Porter [1961] has noted, the likely “deposit low™ in any time period is high
enough to permit a bank to place considerable funds in illiquid form.
However, mortgage lending is likely to be less profitable over time than
other forms of commercial bank lending. Once a mortgage loan is made,
a bank does not necessarily have any subsequent personal contact with
the borrower. Therefore, a profitable future relationship is less likely to
evolve from a mortgage loan than from a comparably long sequence of
short-term loan accommodations. Of course, a timely mortgage loan to
a rising young corporate treasurer may lead to a profitable future rela-
tionship between his firm and the bank.

Mutual savings banks are much more likely to prefer mortgage loans
than commercial banks because their lending powers are narrower. Indeed,
it is likely that the reason for and the effect of these lending restrictions is to
subsidize home ownership. Mutual savings banks apparently prefer
insured mortgage loans to conventional mortgage loans because of their
greater liquidity and safety even though the latter have higher rates of
return. State regulations on mutual savings banks also often require that
alt nonlocaily originated mortgage loans be insured.

The conclusion from this review is that individual assets have very
different associated transactions costs and long-run roles to play in bank
portfolios. In part, the composition of long-run equilibrium portiolios is
determined by servicing costs and observable market rates of return. The
review suggests, however, that the principal determinants of thesc long-run
portfolios are likely to be a complicated, interrelated set of transactions
and expectations involving a bank and each of its clients. The existence
of these continuing relationships strongly suggesis that banks will not
wish to adjust their portfolios instantaneously in response to externally

21. Dealers package groups of insured mortgage loans with maturities and geographic
dispersion acceptable to purchasers. Lead times for delivery in this market may range to
cighteen months although such leads are quite rare.
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engendered changes in their situation. In addition, the structure of
effective brokerage costs associated with contemporary financial markets
makes rapid portiolio adjustments of some assets very costly. For both
reasons, quite apart from any assumptions about the autoregressive
structure of deposit shocks, it is likety that banks will respond to deposit
flows slowly. This suggests in turn that econometricians are much more
likely to be successful in describing short- and intermediate-run portfolio
adjustments to shocks than the drift in long-run equilibrium bank
portfolios. Fortunately, the design of stabilization policy also depends on
short- and intermediate-term descriptions.

Table 2-2 atiempts {0 summarize schematically the expected patterns
of commercial bank portfolio adjustment in response to an unanticipated
depostt inflow. The table shows three different time intervals which can
be interpreted roughly as the first two weeks after the shock, the next
three months, and the subsequent nine to fifteen months. Entrics in the
table indicate whether a bank is expected to be increasing (+), decreasing
(=), or not changing (0) its holdings of an asset during each interval.
Doubtful cases are indicated by a question mark. The pattern of portfolio
adjustments for a mutual savings bank is expected to be similar for its
smaller set of assets.

TaBLE 2-2. EXPECTED SIGNS OF TIME DERIVATIVES OF COMMERCIAL BaNk
ASSETS FOLLOWING A DEPOSIT INFLOW

Time Derivative Sign

Asset First Second Third

Period Period Period
Cash — -7 0
Short-term government securities + ? —
All other government securitics +? ? +
State and local securities 0 +7 +
Commercial loans +7? + +
Consumer loans 0 +7? +
Mortgage loans 0 0? +

6. A SUMMARY OF ASSUMPTIONS TO BE EMPLOYED IN
CONSTRUCTING A MODEL OF BANK PORTFOLIO BEHAVIOR

In this section the assumptions discussed in this chapter and frequently
invoked in subsequent chapters are collected for ready reference.
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a. Objective function

(1) All commercial banks have a common objective function reflecting
interests of owners and management. Important arguments in this
function include the discounted stream of expected net income, bank size,
rate of growth of assets and income, stability of reported net income,
number of conspicuous losses, and community appreciation of manage-
menl.

(2) All mutual savings banks have a common objective function re-
flecting interests of directors and management. Important arguments in
this function include bank size, stability of reported net income, number of
conspicuous losses, and community appreciation of management.

b. Activities

(1) Each asset in a bank portfolio is uniquely associated with a flow of
borrower services.

(2) Each deposit liability in a bank porifolio is, subject to contractual
arrangements, controlled by individuals outside of the bank.

(3) Asset and liability inflows and outflows have symmetric effects on
and/or are symmetrically affected by other variables in the system.

(4) Interest rates, cost schedules for acquiring and disposing of assets,
advertising and promotional fees, and other schedules of costs and
revenues that are incurred while servicing portfolios are determined
exiernally and, hence, are exogenous to a bank.

¢. Risk and uncertainty

(1) Demand deposits of individuals, partnerships, and corporations;
demand deposits of other banks; and demand deposits of the United
States government can be aggregated for an individual commercial bank
without loss of information.

(2) Time sequences of demand and time deposits are independent.

(3) Sequences of demand and time deposits are generated by stationary
and stable stochastic processes that vary across banks.

(4) A bank experiencing a stochastic shock in demand or time deposits
expects to retain permanently some positive fraction of each shock.

{5) Sequences of demand and time deposits are each independent of a
bank’s asset portfolio composition.

(6) Sequences of interest and repayment flows and changes in the levels
of capital and other liabilities are perfectly predictable by a bank.

{7) Banks have unitary elasticities of expectations of interest rates for
each asset and liability in their porifolio.
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(8) Banks view their deposit sequences as being independent of national
economic events and policy.

d. Institutional factors and costs of adjustments

(1) Cash assets are nearly perfectly liquid, reversible, predictable, and
divisible.

{2) United States government securities are free from default risks and
quite liguid. For various institutional reasons, however, they are more
indivisible and less reversible and predictable than cash assets.

{3) State and local securities are not free from default risks. They are
less divisible, liquid, reversible, and predictable than United States
government securities.

(4) Commercial loans, consumer loans, and uninsured mortgage loans
are subject to greater default risks than are state and local securities. They
are less divisible, liquid, reversible, and predictable than these securities.



CHAPTER 3

Models of Bank Portfolio Behavior

In this chapter several theoretical descriptions of bank portfolio behavior
arc constructed. They all derive from a model of a primitive “archetypal”
bank which is presented in section 1. Typically, the models can be applied
to either commercial or mutual savings banks. The reader may find it
helpful to think of sections 1-4 as successively enriching this elementary
model. Sections 5 and 6 represent a different approach to describing
banks and build directly from the archetypal bank. The last section
summarizes the principal findings of the chapter,

Through the first five sections deposiis are viewed as exogenous to a
bank. Through the first four sections banks are assumed to be price
takers in loan markets; they can make any amount of loans they wish
without affecting the loan interest rate. For convenience, bank assets will
be restricted to cash, loans, and government securities, each of which is
perfectly divisible. The liability side of a bank’s balance sheet is assumed
to consist of two items, capital and deposits. Deposits arc withdrawable
on demand, and no income taxes exist. These specifications clearly reduce
the complexity of the bank portfolio selection problem, but do not com-
promise its essential features.

Other exogenous factors to be considered include (1) transactions
costs, (2) the rate at which bank deposits grow, (3) the predictability of
deposits, {4) properties of secondary asset markets, (5) loan demand, (6)
the perfection of nonfinancial factor markets, and (7) interest rate un-
certainty.

1. THE ARCHETYPAL BANK

In this section a bank exists in a world of (1) perfect certainty, (2) no
transactions or variable costs, (3} no long-term deposit growth, and (4)
competitive loan markets. The bank is assumed to maximize profits and
initially is assumed to be served by secondary markets in both government
securities and loans. It is subject to a fractional reserve requirement, p,
on its deposits. All securities and loans have a maturity of one period and

38
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are default free. Loan interest rates always exceed interest rates on securi-
ties, and the latter in turn exceed the zero rate of return on cash.
In this trivial case the bank maximizes

(3.1.1) n=rl+rs—y
subjcct to
Ls=0
I+s+c=g+k
czZpg
where

7 = bank profits in the period,

{ = loans of the bank made at interest rate r;,

s = securities of the bank bearing interest rate r,,
<

4

H

= cash,

deposits,

k = bank capital,

n = fixed costs of servicing bank deposits and capital, and
p = fractional deposit reserve requirement.

The optimal portfolio is

A L
1. cash g 4. deposits g
2, securities 0 5. capital k
3. loans (1 —pig+k

and profits are given by

T =r((l —plg + Kkl —n

The percentage of a bank’s deposits invested in different assets is
invariant with respect to the time path of deposits within the period. If,
however, a secondary market exists for securities, but not for bank loans,
these percentages will depend upon the path of deposits. In this case lean
acquisitions and disposals may be executed only at the beginning of the
period. With these modifications, the model becomes a caricature of the
model of bank portfolio behavior suggested by Richard Porter [1961],
which focused on a bank’s deposit low. Let g, be the deposits of the bank
at the beginning of the period, and suppose, for example, that the bank
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knew deposits would follow a path which at one point reached a minimum
of 9g,. Then its opttmal initial portfolio would be

A L
1. pg, 1 g
2. .11 — p)g, 5. k

L9 —pg, + K

and its profits would be diminished. Profits are diminished because the
bank must substitute securities for loans in order to meet deposit with-
drawals during the period.

Thus, a diversified bank portfolio can be optimal in the absence of
uncertainty when not all assets have secondary markets. Alternatively,
if costs of converting loans into cash are sufficiently high, banks will hold
funds in either cash or securities.'

So long as the relation r, > r, > 0 holds, for a given path of deposits
the optimal portfolio is not affected by changes in either of the specified
interest rates. A bank’s demand for loans is perfectly interest inelastic
over wide ranges of interest rates. Within the period the bank’s portfolio
is very sensitive to the path of deposits, as suggested in figure 3-1. Loans

Deposits,
Securities, |
Loans,
and
Cash

Deposits

Securities

m—————
-

Time

FiGuRE 3-1. WITHIN-PERIOD PORTFOLIC ADJUSTMENT: NO SECONDARY MARKET FOR
Loans

1. A similar argument has previously been reported by Morrison [1966].
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as a fraction of bank assets reach a maximum when deposits are at a
minimum and vice versa. All fluctuating paths have coincident peaks and
troughs.

Finally, because all assets mature at the end of each period, the multi-
period extension of this model consists of a sequence of single period
replays. In this archetypal bank, it is never necessary to consider past or
future periods when choosing an optimal portfolio.

2. DEPOSIT PREDICTABILITY AND THE ARCHETYPAL BANK

In this section a bank exists in a world of uncertain deposit levels, no
expected long-term deposit growth, and competitive primary loan
markets.> Primary loan market transactions occur only at the beginning
of a pecriod. As in the preceding section, the bank is subject to a reserve
requirement, p, on its deposits; all securities and loans have a matunty
of one period and are defauit free; and market interest rates are perfectly
predictable and satisfy the relation r, > r, > 0. The bank is assumed to
maximize expected profits and is served by a perfect secondary market
in government securities ; loans cannot be sold but may be discounted at
a penalty rate, h, such that h > r,. Banks are assumed to earn loan interest
income when loans are discounted, but bank profits are diminished by
the average amount of borrowing multiplied by the discount rate.

Deposits during a period are assumed to be described by a stationary
stochastic process. Let g(t) = g (1 + &) where ¢ is a continuous random
variable defined over the domain of one period, and g, is the value of the
bank’s deposits at the start of the period. The continuous variable, &(t),
is assumed to have zero expected value and finite variance. In repeated
trials the underlying stochastic process can generate a sample of time
sequences of deposits for the representative period. The probability that a
sequence will reach an arbitrarily low deposit level is an increasing function
of the variance of & and the length of the period. For a given length of
period and generating process, a three-dimensional representation can
be constructed which shows the probability of the bank having any level
of deposits, g, at any particular time in the period. Figure 3-2 is such a
diagram where g is the level of deposits at the beginning of the period, and
{g, — a,) is the maximum deposit loss which the bank can initially with-
stand without discounting loans.?

2. For purposes of this monograph, a primary loan transaction creates a debt instrument ;
a secondary transaction involves the transfer or exchange of existing debt instruments.
3. (g, — a,) = sf(l — p)where0 < p < 1.
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)
]
[}
]
1
1

—_———,—e e ————
/

0 — A

a, ' g, Deposits

FIGURE 3-2. INTRAPERIOD DENSITY FUNCTION FOR BANK DEPOSITS

The expected value of discount window costs is

a L
(3.2.1) E(C) = fo J'U W1 — p)efit, g) dt dg

where
(i) £, g) is the density function in figure 3-2,
I—k [*
(11) a = l_--—,l'_J = “l—:“;;, and
(iii) h is the interest rate at which a bank may discount loans.

The expected value of these costs is a function of a bank’s beginning port-
folio. Costs will be low when banks have relatively few loans and/or
when the ratio of bank capital to assets is high.

Expected bank profits are

oo 1
E(n) = rI* + I I (1 — prgfl,gddidg — rd* + rk — n — E(C).
“ o
3.2.2)

To avoid bankruptcy inelegancies, it is assumed that discount window
costs in any period are less than a bank’s initial capital. Expected profits
are a function of the exogenous variables r,, r,, h, and the distribution of
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deposits within a period. Because the secondary market for securities is
perfect, a bank will never hold cash in excess of required reserves. The bank
has one variable to determine when maximizing expected profits, I*. This
maximizing value can be found by defining f(g) = [} f(g,?) dt and assum-
g that the constraints g, = {7 f(g)dg = 1 and /*,5 > 0 are satisfied.
Then, :
Bl = i+ 11— p) [ g1@)dg ~ r* 4+ rk —

(3.2.3) ‘

—wu—mfm@@.
4]

Differentiating with respect to I* yields

dE(m) o ryr
(3.2.4) CgE =TT {r, + h)f(l )( [ p)'

—p
* * *
H =
(1—9 f(l—p)(l—f))
and setting (3.2.4) equal to zero yields
I* F—
H(l - ,0) B Fs + h

or, providing the inverse function is well defined,

Letting

* _ Y et
(3.2.5) *=(1 — p)H [——rs " h)'

If the frequency function is unimodal, as illustrated in figure 3-2, then H
is strictly monotonic in the range from zero to its mode, and the inverse
function operator i1s well defined. The second derivative of (3.2.4) with
respect to [* indicates that if a solation to (3.2.5) exists, then it will be a
maximum for values of [¥/(1 — p) that are less than the mode. This interior
solution implies that loans are an increasing function of r, and a decreasing
function of r, and h.*

If r, and h were nearly equal and r, were small, then a corner solution
could occur. This corner solution implies that a bank places all its re-
sources, net of required reserves, in loans. As r, decreases relative to A,
corner solutions are less likely to be observed for a given r, and f{g).

4. This result is quite similar to results obtained previously by Poole (1968] and Aigner
and Sprenkle {1969] although nsither paper considered the banking model studied in the
text,



44 Bank Management and Portfolio Behavior

This model suggests that in the face of deposit uncertainty banks that
maximize expected profits will place all of their capital, but only a fraction
of their deposits, in loans. Therefore, high capital-deposit ratios should be
associated wiith high loan-asset ratios. Parallel predictions obviously
apply if banks are observed to have different mixes of stable time and
fluctuating demand deposits. Evidence about this hypothesized pattern
of equilibrium portfolios is reported in subsequent empirical chapters.

3, GROWTH, CAPACITY, AND FACTOR MARKET
IMPERFECTIONS

In all important respects the preceding theoretical discussion concerned
static models of bank behavior ; in the present section the shackles of static
analysis are partly dropped. Banks are assumed to maximize profits in a
world characterized by perfectly predictable deposits and interest rates.
Loans continue to be made at the beginning of each period and, initially,
no secondary market for loans exists. Deposits grow continuously ; the
bank is subject to a reserve requirement, p, on its deposits; all securities
and loans have a maturity of one period and are defauit free; and market
interest rates satisfy the relation r; > r, > 0.

A new feature in this section is that the volume of a bank’s loans in
some period may be restricted because of the time and effort necessary to
process loan applications. Loan officers are viewed as factors of production
who function with a constant level of cfficiency up to some capacity
ceiling. A loan officer must be trained by the bank, and 1t is assumed that a
significant fixed cost must be incurred by the bank to train an officer. As
before, securities and cash transactions are assumed to require negligible
administrative effort.

Banks must make two decisions: (1) What proportion of their assets
should be held as loans? and (2) How many loan officers should be
retained? A complicating factor in the maximization problem is that
officers can only be hired in integer quantities. Formally, the problem is to
maximize a discounted future stream of profits

(3.3.1) =% m/(1+10
=9
o =rd, +rs, — g = wn, — AAn,
subject to
(i) s, 20

mi+s+ca=g +k
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(i) ¢, 2 pg,
(ivi , S ng
(V) g1+1 > gr

where:
(1) n = Z Ant
{ii) An, is integer

L W
(xi1) E <r -t

and:

i = the rate at which a bank discounts future net income,
w = salary per period to a loan officer,
A = training costs of a new loan officer,
n = number of officers employed, and
g = the maximum value of loans which an officer can process in a period

If loan officers can be hired only at the beginning of a period, loans will
tend to respond with a lag to continuous changes in deposits. If access to
the discount window were permitted, as argued in section 2, the amount of
discounted loans would depend upon the relative magnitndes of r, r,,
and the discount rate, k. With discounting, banks will tend to adjust the
number of their loan officers in response to movements in some average
level of deposits rather than the minimum level of deposits in a time
period. In this situation a bank’s loans will respond to deposits with an
erratic lag.

The solution is also sensitive to the rate, i, at which a bank discounts
future net income. This sensitivity is a consequence of the training costs, 4,
which banks must experience when expanding their staff of loan officers.
Lags will be more pronounced if it is assumed that training an officer
wmvolves time as well as {raining expenses. Thus if it requires two years to
train an officer, banks which discount future earnings at a high rate will
be concerned that the officer is fully occupied when trained.

In summary this section has sketched a model that is capable of exhib-
iting lagged portfolio adjustments to deposit inflows when no uncertainty:
is present. Four important elements have been added to the model of
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section 1: (1) interperiod growth in bank deposits,” (2} a nonportfolio
factor of production which can be employed only up to a capacity ceiling,
(3) market imperfections associated with changing the flow of that factor’s
services, and (4) the interest rate at which banks discount future net income,

The imperfections are of two types: {(a) integer restrictions on using the
factor and (b) training costs associated with changing the number of
officers employed. With appropriate parameters either kind of imper-
fection could lead to lagged portfolio responses. They were merged in
the discussion because banks are likely to face them simultaneously.

The lags that may be expected are complicated functions of the param-
eters in (3.3.1), the time path of deposits, the length of the period, and
whether or not a bank has access to the discount window. An analytical
solution is neither easy to obtain nor likely to be insightful because of the
large number of necessary parameter assumptions. In the next section,
after examining how deposit uncertainty is likely to affect this picture,
an attempt will be made to map these determinants into a lime sequence
of hypothetical cost parameters. A sct of simulation solutions to this
substantively simplified problem is then exhibited.

4. DEPOSIT FORECASTING AND COSTS OF PORTFOLIO
ADIJUSTMENTS

a. Deposit uncertainty and forecasting

Uncertainty about deposits greatly extends the complexity of the
maximization problem just considercd. The complexity occurs because
the solution is functionally dependent on the time path of deposits. The
assumptions of the preceding section describe banks here, except that now
(1) deposits are random, (2} use of the discount window is permitted, and
(3) banks seek to maximize expected profits.

If a bank is uncertain about the time path of its deposits, its realized
proefits will ordinarily fall short of the profits that it could obtain with
perfect foresight. This shortfall occurs because some bank decisions are
imperfectly reversible, and over a number of periods random deposit

5. In principle an exactly parallel argument can be constructed for a bank suffering a
deposit outflow. In that case the coefficient A must be interpreted as a termination penalty for
discharging an officer. In the case of a loan officer who has established close relationships
with a number of corporate treasurers, this parameter could be interpreted as a consequent
good-will loss to the bank. Obviously there is no theoretical reason for A to be the same for
growing and declining banks. The reader should recall, however, that a symmetrical response
was assumed in the preceding chapter in order to exploit available data resources.
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sequences will cause some decisions to be wrong ex post. In the present
model loan decisions can be modified, but only at some cost within a
period. Similarly, toan officer staff changes can be effected only with some
expense to the bank; this second type of irreversibility carries across
successive time periods. In the case of actual banks, the existence of
customer relationships 1s likely to be a prime source of loan irreversibility.

it follows, of course, that expected bank profits are an increasing
function of the predictability of bank deposits. The sensitivity of profits to
variations in deposit predictability is not easily judged. The importance
of deposit predictability for understanding bank pertfolio behavior is
investigated empirically in chapters 8 and 9. As reported in the preceding
chapter, that investigation is based on very specific, albeit plausible,
assumptions about the process that generates deposit fluctuations. The
necessity for this very narrow empirical specification discouraged formal
analysis of the relation between deposit predictability and expected
bank profits. It is not feasible to exhibit solutions to this mixed-integer,
dynamic programming problem. The discussion of its rather simple
antecedenis suggests that solutions are likely to be very sensitive to
parameter specifications.

The remainder of this section wiil summarize the major properties of
the model’s antecedents and then exhibit some possible solutions. It will
be seen in subsequent chapters that this procedure provides a basis for
empirical analysis.

From the preceding discussion, it is expected that:

a. Interest rates are an important determinant of bank portfolio composi-
tion. At a point in time, when all banks face the same schedule of rates,
interbank variations in portfolios cannot be expiained by market
interest rates. Over time, allowance can be made for changes in interest
rates.

b. A bank’s hability and capital structure is also an important deter-
minant of its long-run equilibrium portfolio composition. This struc-
ture is important because habilities differ from one another, and
particularly from capital, in their predictability. As their liabilities
become less predictable, banks will prefer to hold assets served by
strong secondary markets,

c. Because many bank assets and factor inputs are traded in imperfect
markets, banks will not adjust to equilibrium instantaneously. There-
fore, a bank’s portfolio on some date, ¢, is very likely to be a function of
prior values of interest rates and its deposits. The length of these lags
depends, in part, upon a number of cost parameters, such as those



48 Bank Management and Portfolio Behavior

appearing in expression (3.3.1). The values of these parameters are not
known and are likely to vary among banks.

As predictability of deposits decreases, the relation between histories
of deposits and interest rates and bank portfolio composition becomes
obscure and depends essentiaily upon whether banks believe that past
deposit sequences contain information about future deposits. If past
deposit changes contain no mformation about future deposit changes,
then the present model becomes a blend of the models discussed in sec-
tions 2 and 3 of this chapter, In this case, banks that expect to grow will
tend to place large fractions of recent deposit inflows in high-yield irrever-
sible assets like loans. However, if a bank believes its deposits are described
by the autoregressive process suggested in expression (2.4.3) and the
accompanying text, banks will tend to place only a small fraction of
recent deposit inflows in loans.®

The reason for this difference in behavior is that with the assumed
autoregressive structure a bank expects to retain permanently only a
fraction of an initial deposit shock. It recognizes that depositors who
receive such inflows will not hold idle balances for long. If the bank had
expanded loans as much as possibie with the inflow, subsequent deposit
withdrawals would have forced it to hiquidate loans entailing significant
transactions costs,

b. Costs of asset transactions

The most distinctive feature of the model reporied in this subsection is
the emphasis placed on the cost of rapid adjustments of bank portfolios
to deposit inflows. Even though loans nominally bear high interest rates,
the net income of a bank can be quite low if it attempts to lend newly
received funds too promptly. A bank will tend to maximize expected
profits if it first purchases securities and then gradually replaces them with
foans.

To illustrate this argument, it is convenient to define a net rate of return
on a loan that equals the nominal rate of return minus origination or
transactions costs, which are expressed as a percentage of the face value
of a loan. These origination costs reflect overtime pay for existing loan
officers, advertising and promotional expenses, errors that are made in
processing new loans, and so on. They are assumed to be a declining
function of the length of time between the period in which the deposit

6. To be sure, other stationary stochastic processes exist that could produce very different
portfolio adjustment paths. The process underlying {2.4.3) seems to correspond well with
actual bank deposit data and therefore is the only one considered in the text.
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inflow occurs and the period in which the loan is actually put on the
books.”

The net rate of return on securities is also assumed to be an increasing
function of the length of time between a decision to acquire securities and
the actual purchase of them. Because the market for securities is relatively
perfect, the value of foreknowledge is less, and the slope of the function is
postulated to be less than is the case for loans. In table 3-1 hypothetical

TABLE 3-1. ASSUMED VALUES OF NET RATES OF RETURN

Number of Periods
since Deposit Inflow Loans Securities
0 3% 6.0%
1 6 6.1
2 7 6.2
3 8 6.3
4 9 6.4
5 10 6.5
6 11 6.6
7 12 6.7
8 13 6.8
9 and thereafter 14 69

net rates of return are reported, showing what 2 bank would realize by
ordering a loan or a security at the time of a deposit inflow for delivery
t periods later. It is assumed in the table that before transactions costs the
nominal market rate of return on loans is 15 percent ; the corresponding
market rate on securities is 7 percent. The difference between reported net
rates and these market rates are (1) assumed transactions costs and (2)
assumed servicing costs of 1 percent per period for loans and 0.1 percent
for securities. Apart from the fourth and fifth cases to be considered below,
no other assumptions about transactions costs are employed in this
section,

A second distinctive feature of the model concerns the rate at which
profit-maximizing banks discount future net income. If the maximization
problem is to be well defined, the interest rate with which net income is
discounted must exceed the maximum obtainable portfolio rate of
return. In a world of uncertainty, this formulation may require that
banks (and investigators) consider an indefinitely long sequence of time

7. See also sections 5 and 6 of chapter 2.
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periods when determining an optimal portfolio response to a deposit
shock.

It is not convenient to study a very large number of periods in this
subsection. Instead, for exposilional purposes, banks are assumed to
maximize total profits (undiscounted) over ten consecutive periods
subsequent to the deposit inflow. They are assumed to discount com-
pletely income received beyond this ten-period horizon. While admiitedly
inelegant, this approach suffices 1o convey some important characteristics
of the model suggested in the preceding and present sections. These
characteristics concern variable loan maturity, the relation between loan
maturity and interest rates, nonlinear portfolio adjustment costs, and
deposit forecasting.®

A bank, initially in equilibrium, is assumed to receive a permanent
deposit flow, normalized to be of unit value, and it is subject to a 20 percent
reserve requirement. No secondary loan market or discount window
exists. Formally, the bank maximizes

10
(34.1) An = 3 (r Al + 1, As)

=1

subject to
Al + As, = .8
and other conditions which will be made specific in the text, where

t is a time index, and
1, and r., are net rates of return.

Case 1. perfect foresight, single-period loan maturity.

The bank is assumed to have foreknowledge of the deposit inflow and
has prepared its staff and a number of future borrowers so that when the
funds appear the bank can realize the maximum net return on loans,
14 percent. The bank lends at this rate each period and obtains a net
profit of 1.12, as indicated in the first column of table 3-2.

If loan maturity had been ten periods instead of just one, column 1b in
table 3-2 shows that the bank maximizes net income by lending .8 in
period 0 and again earns 1.12} The restriction that banks must lend at long
maturities imposes no sacrifice on a bank with perfect foresight and steady
or rising deposits. A portfolio of long-term loans can, of course, prove

8. Nonlinear adjustment costs refer to the expenditure that must be incurred to process
one unit of loans. The fourth restriction in expression (3.3.1) is too stringent ; the capacity of a

group of loan officers is not that well defined. In the present section the costs of processing
loans are at times assumed to be described by a paraboia having arguments { and °.
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inconvenient for banks that experience deposit outflows, depending upon
secondary markel arrangements.

Case 2: no foresight, single-period loan maturity.

In this experiment the bank has no forcknowledge of the deposit
inflow and is unable to prepare its staff and future borrowers for the
increased availability of funds. Therefore, it holds securities for two
periods and lends thereafter. For the assumed interest rates the value of
foreknowledge is.35; the bank’s net income in this instance is .769. For such
rate structures deposit forecasting can considerably enhance profits.

Case 3: no foresight, ten-period loan maturity.

In this experiment the requirement that loans have a ten-period maturity
induces banks to acquirc loans at a much slower rate than in case 2.°
Bank profits decline to .652 in the fen periods being considered, reflecting
the opportunity cost of lending long term when net rates of return are
rising.'® This case suggests that a bank will be willing to make short-
maturity loans at lower rates of interest than long-term loans.

Case 4. no foresight, ten-period loan maturity, small adjustment non-
linearities.

In this and the subsequent case an attempt is made to refine the previous
evaluation of the role of bank lending capacity in describing portfolio
behavior. The modified view is that with some given stall of officers, a
bank can always process more loans in some time interval, but it may be
prohibitively costly for it to do so. The underlying specification is the
third case. Consider profits in the tth period. In the third case they were
equal to

{3.4.2) Arm, = 1 Al + 7, As,
In the present case they are
(3.4.3) An, = ri Al + r, As, — oAl

9. Because long-maturity loans cannot be *‘undone,” it pays a bank to wait for the best
buy. Short-maturity loans can be committed more promptly because they do not tie up
bank resources when future profitable lending opportunities become available. In arranging
long-maturity loans, banks will take mto account the time path of their net rates and, in
effect, discriminate against those who would borrow long in early periods. No actual price
discrimination can occur because nominal market interest rates underlying table 3-1 are
assumed to be constant across periods.

10. The maximization problem is rather artificial in cases 3, 4, and 5 because of the assump-
tion that profits earned after period 9 are ignored by the bank. Solutions in table 3-2 illustrate
qualitatively how a bank’s portfolio will respond to the assumed institutional changes. If a
longer period were studied, loan acquisitions would occur later, but in case 3 never beyond
the point where loan net rates of return leveled off.
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where o equals 10. In table 3-2, the profit-maximizing solution implies that
the bank will acquire loans in six consecutive periods commencing with
period 3. The largest number of loans is acquired in the sixth period, as
was true in the third experiment, but rapidly rising marginal costs of
lending have induced the bank to acquire three-fourths of its loans in
surrounding periods, Bank profits are .613 or about .039 below those
achieved in the third experiment. The bank is fully loaned up at the end of
the experiment.

Case 5: no foresight, ten-period loan maturity, large adjustment non-
linearities.

The only structural difference between this and the preceding case is
that the quadratic cost of adjustment parameter, ¢, has been increased by
a factor of ten. This increase radically alters bank portfolio behavior.
Bank profits barely exceed the return to a no-loan portfolio described in
the last column of table 3-2. With rapidly rising marginal lending costs,
the bank 1s unwilling to lend more than .04 in any period: at the end of
ten periods, it has lent only 24 percent of its deposit inflow.!!

TagLE 3-2. Bank LoaN ACQUISITIONS AND PROFITS UNDER SELECTED REGIMES

Case
Period ia ib 2 3 4 h) No-Loan
0 8 8 (] 0 0 0 0
1 b 0 0 0 0 0 0
2 8 0 8 0 0 01 0
3 8 0 8 0 02 02 0
4 8 0 8 .0 13 04 0
5 .8 0 B 0 19 04 0
6 8 0 8 8 .20 04 ¢
7 2 0 8 0 17 .04 0
8 8 0 8 0 .08 03 0]
9 8 0 8 0 0 02 0
Net Profits at End of Ten Periods
1.120 1.120 769 652 613 532 316

11. If the maximization problem were bounded, such that i > max,r,,, and the prohlem
were 1o be solved for an indefinitely large number of periods, the bank would still not be
ioaned up at the end of ten periods, although it would be eventually. If loan maturities were
one period, the bank would never choose to be fully loaned up because it would have to
reprocess ail its loans each period.
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Together, these cases suggest that lending capacity, loan maturity, and
deposit predictability are very important determinants of the time path
of a bank’s assets in response to a deposit inflow.

5. IMPERFECT LoaN MARKETS

The model to be considered in this section differs markedly from those
in the preceding pages. It exploits the random loan search approach
introduced in section 5 of chapter 2 and is best viewed as an extension of
the archetypal model.

In this section a bank is assumed to receive a permanent deposit flow
(normalized to unity) at the beginning of period zero. The reserve require-
ment is assumed to absorb 20 percent of this flow. Loan demand is
stochastic, but otherwise the model is nonrandom. Banks may rediscount
loans at a penalty rate; they may not acquire loans in secondary markets.

Uncertainty about loan interest rates is introduced as an important
determinant of bank portfolio composttion. Loans are assumed to be
default free, somewhat indivisible, and of equal size, Rates of return on
securities, the interest rate at which banks may discount loans, and
deposits are perfectly predictable. A bank is again assumed to have a fixed
time span over which it desires to maximize an objective function. For
expository purposes it is convenient to think of this function as quadratic
in overall portfolio rate of return.

A bank that has just received a deposit inflow is viewed as regularly
receiving a stream of loan requests that differ only in the net rate of return
that the bank will realize.'? Thesc requests should be thought of as
arriving sequentially with the bank being forced to accept or reject a
request before considering the next one in the sequence. The length of
time necessary to process this sequence is important for describing the
lagged adjustment of the bank’s portfolio to a deposit inflow, but for the
moment is ignored. All loans mature at the end of the assumed time span.

The problem is to determine a decision rule or strategy that will
maximize the bank’s objective function. The process generating the
sequence of loan requests {loan bids), the number of bids, the number of
loans that the bank can accept before approaching the discount window,
the interest rate on securities, and the penalty rate at which the bank can
discount loans are assumed to be exogenous and known by the bank,

12. Stating the problem in terms of a deposit inflow may lead to some confusion. The
reader may prefer to view the bank as having a certain quantity of funds that must be lent or

invested in each period. The funds may be loan and investment interest, loan amortization,
or new deposits.
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Risk exists for two reasons : (1) the rate of return earned from any set of
accepted loans is a random variable, and (2} the number of loans that will
in fact be accepted is also random.'3 The latter risk increases the variance
of portfolio rate of return hecause net rates of return from loans and
securities typically differ.

This timeless model will be analyzed in two stages to show how resuits
are affected by the magnitude of the penalty discount rate. In the first
stage the amount of the penalty is assumed to be zero, that is, the discount
window merely takes over loans and the income therefrom after the bank
becomes fully loaned up.'* In the second stage a substantial penalty
rate is charged for loans that are discounted. The usefulness of this model
for describing portfolio adjustment paths is briefly considered at the end
of this section.

a. Zero-penalty rate case

Loan interest rate bids are assumed to be described by a finite variance,
continuous probability distribution, f{r,). The expected value of f{r}) is
assumed io equal or exceed the net rate of return from securities, r,. A
bank is assumed to have sufficient free funds to make m loans ; it receives n
loan requests, where n exceeds m.!* The bank’s strategy consists of
establishing a threshold loan acceptance rate, r,; all bids at or above 7,
will be accepted. For given m, n, and f{r)), as r, rises the average rate of
interest on accepied loans rises and the expected number of accepted
loans declines. A sufficiently high », will mean with high probability that
the bank will have residual funds to invest in securities. The expected rate
of return from the bank’s portfolio is '

(3.5.1) E(n) = (8 - S}J rf(r)dr, + sr,.
Its maximum occurs when

Js
(352) EF(E(rl)accepled - rs) = (8 - S)raf(ra)‘

a

Since every term in (3.5.2) is positive, securities are an increasing and
loans are a decreasing function of r,. The variance of a portfolio’s rate of

13. The maximizing strategy, once adopted, cannot be altered, This assumption is intended
to reflect the high cost of changing operating rules in large organizations where very large
numbers of agents (loan officers) are implementing policy on a decentralized basis.

14. This assumption is equivalent to assuming that a perfect secondary loan markel exists.

15. The problem is degenerate if m > n; a risk-averting bank will accept all bids which
exceed r,.
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return is iess easy to derive, for it depends upon a number of specialized
assumptions about the distribution f{(r;) and its relation to r,. Instead, a
small number of risk-return loci, showing expected value and standard
deviation of rates of return, are reported in figures 3-3, 3-4, and 3-5.
These loci have been generated using a computer program designed to
produce mean and variance estimates by numerically integrating the
appropriate compound probability distributions.'® Each diagram is

Percent
E(r)

5.00

4.50

400

/7 1 | |
0 4 050 100 150 .

Percent

FIGURE 3-3. RISK-RETURN LOCI FOR A BANK PORTFOLIO: NORMALLY DISTRIBUTED
Loan Bips

16. The probability is compound because it must include both the distribution of rates of
return on foans that the bank makes and the probability that a bank will not be fully loaned
up. The distribution of loan rates of return is a truncated distribution defined by f(r)) and the
threshold loan rate, r,. The probability that the bank will be loaned up is obtained by using
the area of f(r) exceeding the truncation rate, r,. Assuming that successive loan applica-
tions are independent, the number of loans that a bank makes is given by the binomial
distribution. The second distribution then describes the probability of a bank making m — 1,
m— 2,....1, or 0 loans when # loan applications are processed.
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based on a different assumed probability distribution for f(r). Thus,
figure 3-3 assumes bids are normally distributed, figure 3-4 assumes bids
are uniformiy distributed, and figure 3-5 assumes that bids are distributed
by the chi-square distribution having one degree of freedom. In every curve:
_a bank is assumed to be capabie of making forty loans.

Figure 3-3 shows three risk-return loci that differ because of variations
in (1) the number of loan requests and (2) the relation between the expected
value of r; and r,. In all three figures, #, is arbitrarily assigned a value of
5 percent. The difference between the expected value of r; and r, is denoted
by d in the figures. For a very high threshold value of r,, a bank will make
no loans. Because », is known with probability one, the return from a no-
loan portfolio is riskless, and it falls on the ordinate.!”

As the threshold level falls, the corresponding portfolio values of E(r)
and o, trace out a locus which in turn depends op the assumed number of
loan requests, #, and d. When 4 is the same for two loci, they converge as at
point 4 in figure 3-3. This occurs because with a sufficiently low threshold
value, r,, the probability that a bank will accept the first m loan requests
approaches unity. Since the bids are generated by the same distribution,
f(r)), it follows that corresponding loan portfolios should have its mean ;
their standard deviation equals the distribution standard deviation divided
by the square root of m.

The dashed curve in figure 3-3 originates with a very low threshold at
point A. At that threshold the bank essentially accepts all loan requests.
As the threshold rises, the bank increasingly rejects low bids, but it con-
tinues to make m loans with a probability that is only negligibly less than
unity for some time. Rejecting low bids produces dual benefits for the
bank : the expected return on loans rises, and the variance of portfolio
return declines. This “inefficient” span continues up to point C, where the
decline in portfolio variance from discarding extreme low values is exactly
offset by the rising risk that with such a high threshold the bank will not
be able to count on making m loans.'®

At point C the bank will almost always be fully loaned. As the bank
continues to raise its threshold, the expected return rises until a maximum
is reached at point D. At point D the expected number of loans accepted
by the bank is slightly less than m. In this efficient range risk is rising
because the probability of having to hold a significant volume of low-yield-
ing securities is rising.

17. The portfolio rale of return is 4 percent at this intersection because of the assumed
reserve requirement of 20 percent. For simplicity, bank capital and its use are ignored

throughout this section.

18. For a discussion of portfolio efficiency in the case of quadratic utility functions, see
Markowitz [1959, p. 22].
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After point D further increases in the threshold rate cause the expected
return from the portfolio to decline. The incremental improvement in
the interest rale on accepted loans associated with a rising threshold
is more than offset by the decline in portfolio income associated with
the bank placing a larger percentage of its portfolio in low-yielding
securities.

The solid curve in figure 3-3 shows how an increase in the number
of loan requests, n, from 98 1o 200 makes a bank better off. Except for
very risk-averse banks, which might prefer to hold a portfolio very
heavily invested in securities, the opportunity locus available to a bank
with more loan requests dominates the locus of a bank receiving few
requests.'?

The dotted curve in figure 3-3 shows how the opportunity locus is
affected by having the expected value of f(r)) exceed the securities interest
rate by .5 percent. Point B has the same portfolio variance as point 4,
but its assoctated portfolio rate of return rises by .4 percent. [t is interesting
that depending upon their objective functions banks have a prefercnce
for having either a lower expected return and larger number of bids or the
reverse. This in turn appears to be related to the nature of competition
in banking markets, but its implications remain to be explored. With the
exception of extremely risk-averse banks it appears that bankers will
always prefer higher expected values of f{r;) and more bids.

Figure 3-4 suggests that a similar locus can be constructed for a bank
that has a uniform distribution of loan bids. The numerical values differ
primarily because, in this exampile, the assumed vartance of the uniform
distribution is much larger than in the preceding diagram. The opportunity
locus is quite sensitive to variations in the variance of f(r,). If the variance
of f(r,) were zero, as might be expected in perfectly competitive markets,
the focus would collapse to a point.

Figure 3-5 illustrates how sensitive the locus is te higher moments of
the distribution f(r,). The asymmetry of the chi-square distribution leads
to a remarkable opportunity locus in which optimal bank portfolios are
almost insensitive to the risk aversion in a bank’s objective function. The
exception again is for banks that are extremely risk averse.*®

18. The variance associated with an expected return-maximizing portfolio rises with the
number of loan requests because as the number rises the average interest ratc on accepied loans
rises. The risk associated with being incompletely loaned up is an increasing function of the
difference between the expecied rate of return on accepted loans and the interest rate earned
on securities.

20, This resclt also illustrates why a direct mathematical analysis of this mode) would
have been extremely tedious. At times numerical infegration on high-speed digital computers
is a most illuminating research approach, even if it lacks soul!
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FiGURE 3-4. Ri1SK-RETURN LoCUSs FOR A BANK PoORTFOLIO: UNIFORMLY DISTRIBUTED
Loawn Bips

b. Nonzero-penalty rate case

The model here is identical to the preceding one except that banks
which adopt a low decision rule value of r, are likely to have to borrow at
an assumed penalty rate of 8 percent at the discount window. Banks are,
of course, permitted to retain the interest income from loans that are
discounted. Thus, if the expected rate of return on a bank’s accepted loans
were 6 percent, that bank would pay an effective penalty of 2 percent on
the volume of loans in excess of its maximum lending capacity.?!

21. This discussion suggests why free access to the discount window could be quite in-
equitable in a world of imperfectly competitive banking markets. For a given f(r;), a bank with
few loan applications would tend to pay a higher effective penalty rate than one with many
for exceeding its lending capacity by a given amount. 1t Is also easy to imagine that a hypo-
thetical discount rate would be a penaity rate for one bank and a subsidy rate for another.

Rationing credit at the discount window is quite defensible when imperfectly competitive
loan markets exist.
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F1GURE 3-5. Ri1sk-RETURN LOCUS FOR A BANK PORTFOLIO: CHI-SQUARE DISTRIBUTED
Loan Bips

Figure 3-6 and its detail reproduced in figure 3-7 correspond to figure 3-3
except for the above change. The shape of the locus forn = 98 and d = 0
is substantially altered by this change for two reasons. First, because
banks are assumed to retain interest income from discounted loans, the
lower end of the locus has shifted to the left. The horizontal distance
between this point and the ordinate has been diminished by a factor of

mj/n. This reduction in variance of portfolio rate of return 1s, of course, a
consequence of the law of large numbers. Relative to the no-penalty case,
the locus in figure 3-6 illustrates that banks will have lower portfolio risk
for every value of the threshold, r,, so long as there exists a possibility that
they will have to discount loans. The difference in portfolio risk between
the two cases diminishes as the expected number of accepted loans
declines toward m.
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Second, for low values of the threshold rate, the bank’s portfolio rate of
return is almost zero in this example.?? The portfolio rate rises mono-
tonically with the threshold because fewer loans are being discounted and
because the average rate of return on accepted loans rises. For all but the
highest thresholds, a bank’s portfolio rate of return is lowered by intro-
ducing a penalty rate. The possibility exists with appropriate combinations
of fir), r,, h,n, and m that introduction of a penalty discount rate will

22, The minimum rate of return is actually 0.52 percent in this example. For larger values
of n it would eventually become negative.
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actually increase the value of a risk-averting bank’s objective function.
Risk-neutral or risk-loving banks will always be made worse off in this
model by the introduction of a penalty discount rate.

The maximum expected portfolio rate of return is indicated at point C;
it is lower than the corresponding maximum in figure 3-3. Table 3-3
indicates portfolio rates of return for a number of different expected loan-
asset ratios for the assumed normal and chi-square distributions. Four
features of this table should be noted. First, introduction of a penalty
discount rate induces banks that maximize expected profits to seek lower
loan-assct ratios, This substitution of securities for loans in response to a
rising penalty discount rate corresponds closely to the result concerning
perfect loan markets reported in (3.2.5).

Second, introduction of a penalty discount rate reduces a bank’s
maximum expected portfolio rate of return. The reduction appears to
be greater when d, the difference between the expected value of loan bids
and r,, is large. For given values of m and n, high values of 4 induce profit-
maximizing banks to seek higher loan-asset ratios; such banks are, there-
fore, more vulnerable to the introduction of penalty discount rates.

Third, for the assumed values of m and n, bank portfolio rates of return
arc surprisingly insensitive to rather wide variations in the loan-asset
ratio. This is because the average rate of return on accepted loan bids
rises as the percentage of loans in portfolios declines. For the examples
reported in table 3-3, variations in loan-asset percentages of thirty
percentage points did not affect overall bank rates of return by as much as
twenty basis points!

Finally, the profit-maximizing loan-asset percentage is revealed to be
sensitive to the form of f{r;). From table 3-3 it can be seen that maximizing
percentages {underscored entries) are about 15 to 20 percent lower for
the chi-square than for the normal distribution case.”® The probability
distribution of bids is an important determinant of both the shape of the
risk-return locus and the loan-asset ratio that maximizes expected
profits.

c. Time consuming inflows of loan requests from impetfect loan markets

Up to this point the time necessary for a bank to invest in earning
assets was ignored. The simulations merely describe a bank that has a fixed

23. Note that these rather low profit-maximizing loan-asset ratios obtain cven when
deposits are perfectly prediciable.



TABLE 3-3. PORTFOLIO RATES OF RETURN FOR SELECTED LOAN-ASSCT RATIOS

Normal Distribution
@ n=98m=40,d=10
no penalty
penalty
(b) n=98 m=40,d =05
no penalty
penalty

Chi-Square Distribution
@) n=98m=40,d=0
no penalty
penalty
(b) n=98,m=40,d =05
no penalty
penalty

Loan-Asset Ratio

83 75 68 61 54
47M7%, 4.729% 4718Y% 4691 4655,
4.603 4.691 4709 4690 4,655
5.103 5.096 5.056 4995 4925
5017 5.067 5.049 4994 4.925

Loan-Asset Ratio

85 78 72 67 62 57
4.794%, 4.855% 4.891% 4908 %, 4914% 4913%
4653 4.798 4872 4903 4913 4912
5.185 5.231 5.246 5.240 5222 5.198
5.079 5.189 5232 3236 5.221 5.198

Note: Underscored figures indicate profit-maximizing percentages.
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volume of funds to invest each period in a market with a limited number of
loan requests. If the bank has the same volume of funds and loan requests
in every period, the solutions are long-run equilibria. However, these
timeless solutions are not useful in describing the speed at which banks
respond to unanticipated deposit inflows. In this subsection it will be
assumed that loan requests arrive at a bank at a regular rate, say two per
day, and that bank deposits are random. As before it is convenient to view a
bank as maximizing profits over a fixed period; future nel income is
assumed not to be discounted within this period and totally ignored after
it passes. For simplicity loans are assurned to mature afler the period
passes. In all other respects the regime is the same as that just considered.

There are two cases depending upon whether or not the loan request
flow is too sparse relative to a deposit inflow for the bank to expect to
reach equilibrium during the planning period. If the flow is sparse, the
bank will set its threshold rate equal to the rate it can earn on securities,
and, on average, the bank will be observed to acquire loans over the
entire period. Such a bank might be observed to attempt to influence the
distribution of its incoming bids through advertising and promotion, but
this possibility will not be considered further. The bank’s actual acquisi-
tion path will be random ; over a large number of peneds it will be observed
to acquire loans at roughly a constant rate.

As the flow of bids increases relative to a given deposit inflow, a loan
threshold rate that maximizes the rate of return increasingly tends to
exceed the rate on securities. For a given threshold rate, a temporary
deposit outflow may force the bank into the discount window. If such
conditions persist, the bank no doubt would respond by raising its
acceptance threshold and/or rationing credit.?*

Whether or not an adaptive response occurs in the loan threshold
acceptance rate, it is clear that bank loans should be observed to respond
to deposit shocks with a somewhat irregular lag. Securities should respond
to deposit shocks almost instantaneously and should be well explained
by a time sequence of deposits. In discussing the model of section 4, there
was no reason to think that lagged deposits would describe securities
better than loans. The prediction that such a difference may be observed
flows from the imperfect loan market model of this section.

24, In footnote 13 it was assumed that varying a strategy was prohibitively expensive.
This assumption was justified in terms of institutional rigidities associated with coordinating
decentralized decision-making organizations. The justification is no less relevant here,
but the assumption is relaxed because something must ““give” when the environment of a
bank changes.
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6. CUSTOMER RELATIONSHIPS, ENDOGENOUS DEPOSITS,
LoanN DEFAULTS, AND PORTFOLIO ADJUSTMENT PATHS

In the preceding two sections, two distinct and rather intractable
models of bank portfolio behavior have been described which suggest
how bank portfolics might respond to a deposit injection. Both models
suggest that market imperfections are likely to cause bank portfolios to
respond to inflows with a pronounced lag. The present section suggests
how this pattern is likely to be affected by certain institutional features of
contemporary banking markets.

a. The long-term customer relationship

Failure to accept a loan request by a good bank customer may result
in a substantial loss of deposits to the bank and, more importantly, a loss
of a stream of profitable future loan and service arrangements. A bank or a
loan officer must estimate the present value of each loan transaction in the
context of this multiperiod relationship. Assuming that such long-term
values can be assigned to each loan application, the random loan search
apptoach can be adapted quite directly when long-term customer re-
lationships exist. Instead of maximizing some function of current net
income, the bank’s objective is to maximize a function of the present value
of the bank’s relationships. The previously suggested equilibrium and
adjustment path properties appear to follow directly from this reformula-
tion. The distribution of the present value of incoming loan offers is
admittedly very difficult to imagine: no doubt, the difference between
great and mediocre bankers is largely measured by differences in their
abilities to place values on relationships and to judge the shape of this
distribution,

b. Endogenous deposits

Except for this short digression, it is assumed throughout this mono-
graph that deposits are exogenous to banks. Prior to the emergence of
negotiable certificates of deposit, this assumption would have been quite
consistent with observable banking practice.?® The purpose of this

25. This statement is slightly strong, for banks have long had compensating balance
arrangements with their customers. However, those balances tend to be idle (nonfluctuating),
and as a first approximation it i reasonable fo view them as exogenous. Banks expect
customers to maintain compensating balances at a certain level over rather long perieds of
time. Typically a bank does not require borrowers to keep compensating balances precisely at
some fraction of a borrower’s outstanding loans or line of credit.
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digression is to suggest how the models of this chapter are affected when
banks bid competitively for deposits.2®

If funds can be acquired in a competitive market whenever they are
required to satisfy needs of nonbank firms and individuals, how will
bank portfolio behavior differ from the pattern just described? In a com-
petitive loan market situation, where no customer rclationships exist, it is
likely that banks will partly adjust to demand deposit inflows (outflows) by
selling (acquiring) time funds. Heretofore, all responses to deposit shocks
were assumed to occur in securities and foans or at the discount window.
Bank assets will tend to be less well described by demand deposit histories
as time funds become more endogenous. The decision between liquidating
securities and purchasing new time funds will be based to a considerable
extent on how individual banks foresee future trends in a large number of
interest rates. Interest rate forecasts will probably vary considerably among
banks; thercfore, it is expected that the ability of economists Lo describe
bank portfolios in the short run will decline as deposits become more
endogenous.

In imperfect loan markets profit-maximizing banks will tend to pur-
chase time funds whenever attractive loan bids occur. The relation between
time funds and loans should tend to strengthen and be more nearly
simultaneous than heretofore.?” However, it would be very misleading to
interpret banks as adjusiing loans to deposit inflows: both assets and
liabilities will be a function of a large number of unobserved interest rates.

¢. Loan defaulis

Default risks on loans have been ignored until this point because their
relation to portfolio risk is very sensitive to assumptions about the degree
of loan indivisibility and the size distribution of loans. Perfect divisibility
of loans was assumed in early sections of this chapter. The relation between
loan default risk and portfolio risk is not well defined when divisibility
is perfect. In the random loan market model, discussion of default risks
was postponed in order to facilitate exposition of its basic structure.

26, At the time of the final drafting of this monograph, negotiable certificates of depaosit
are among the most orthodox vehicles banks have for soliciting new deposits. Recent exotic
innovations include repurchase agreements, Eurodollar loans, Virgin island branch solici-
tation programs, and one-bank holding company commercial paper sales. In the future
exogenous deposit shocks are likely to be increasingly less important determinants of bank
portfolios ; demand deposits are likely to decline relatively as a source of bank funds.

27. Totheextent thattime funds are raised through holding companies, which subsequently
acquire bank loans, this increasing simuitaneity of loan acquisitions and time funds pur-
chases is likely to go uncbserved in conventional bank statements. Binding Regulation Q
ceilings and other similar nonmarket interferences with bank behavier obscure descriptions
of commercial banks as prime financial intermediaries,
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Default risks concern the probability of losses of interest and principal
owing to borrowers’ failure to meet their contractual obligations 1o a
bank and of nonrecoverable costs that the bank must incur when attempt-
ing to enforce contractual compliance. The possibility of such losses tends
to increase risk in bank portfolios depending upon the fraction of assets
held as loans. For illustrative purposes loan defaults will be considered
in the context of the imperfect loan market model, in which all loans are
assumed to be of equal size.** Each loan will be assumed to have an
identical probability distribution of losses owing to default. For simplicity,
these distributions are assumed to be independent of one another.2®

Referring to figure 3-3, introduction of loan default risk causes point A4
to shift southeastward by a distance and direction which depends upon
the assumed distribution of default losses. The other end of the locus
(which lies on the vertical axis) is not affected by the introduction of loan
default risk. Intermediaie points like D and C shift less than 4 ; the actual
amount of their shift is an increasing function of their associated expecied
loan volume.

The introduction of loan default risks, then, twists the risk-return locus
as suggested in figure 3-8. The portfolio that maximizes a bank’s expected
rate of return is associated with a lower expected loan-asset ratio when
default risks are introduced. Risk-averting banks with quadratic objective
functions will hold maximizing portfolios that consist of more securities
and fewer loans as loan default risks increase.

7. SUMMARY AND A UNIFORM SET OF NOTATION FOR
SUBSEQUENT CHAPTERS

4. Summary

In this chapter a number of distinct models of bank portfolio behavior
have been described in an attempt to suggest the relation between bank
portfolios and some of their determinants. This piecemeal strategy was
adopted because of the considerable compiexity of the problem and
because the various models do not always build directly upon one another.

Complex or not, all of the models are very pale approximations of the
financial institutions studied empirically in later chapters. For example, a

28. The portiolio risks of defaults on large loans are obviously much greater than those
on small loans. The amount of credit investigation and other preventives against loan de-
faults should be observed to rise more than proportionately with the size of the loan.

29. This assumption is in no sense innocuous, a fact familiar to all students of the Great
Depression.
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FIGURE 3-8. THE EFFECT OF INTRODUCING LOAN DEFAULT RiSK

bank’s expectations about nominal market interest rates have been
assumed to be stationary. No attempt has been made to model the tax
schedules or tax and loan account regulations which are critical for under-
standing bank security transactions. Bank portfolios were limited to
three assets and two liabilities (counting borrowings at the discount
window) plus capital. No discussion of branching, merging, holding
companies, trust services, and so on appears. The difference between stock
and mutually chartered organizations has not been exploited, and
implicitly all banks have been viewed to have the same objective function.

On the other hand, collectively the models do incorporate many
aspects of contemporary banking that are expected to influence portfohio
composition importantly. These include (1) deposit variability and
predictability, (2) primary and secondary lpan market imperfections, (3}
imperfect factor markets, (4) a bank’s capital-asset ratio, (5) risk aversion,
{6) default risks, (7} bank lending officer capacity, (8) variable loan
maturity, (3) discount window policy, and (10) the siructure of interest
rates. Models have been described that suggest how each of these factors
influences bank portfolio behavior. With the exception of the trivial
archetypal bank that appears in introductory economics textbooks, ali
of the models suggest that a bank ordinarily will be observed to hold a
diversified portfolio consisting of loans, securities, and cash reserves.
The existence of uncertainty is one reason for portfolio diversification,
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but by no means the only explanation. Imperfect reversibility of assets can
lead to a diversified portfolio in a world of perfect certainty.

Considerable emphasis was placed on describing the dynamics of
bank portfolio adjustment to an unanticipated change in deposits. This
emphasis reflects an underlying belief that market interest rates are not
very good estimators of net rates of return that banks actually earn from
different assets in the short run. Market interest rates are more hikely to be
the principal determinants of bank portfolio composition in long-run
equilibrium, but few policy decisions will be improved by a knowledge
of the very distant future. Bank deposit flows can be strongly influenced
by monetary authorities in the short run, and knowledge of the dynamics
of bank portfolio adjustments to deposit flows is important for formulating
policy.

Market imperfections of various types were considered and in alfl but
pathological cases caused lagged adjustment of portfolios to deposit
flows. Because securities were assumed to be traded in more perfect
secondary markets than loans, they are expected to respond to deposit
flows with shorter lags than loans. Although little mention was made of
this, because cash is traded in a more perfect market than securities, it is
also likely that securities adjust with a longer lag than cash.

In the present chapter three different arguments were proposed to
account for this behavior. First, banks may believe that their deposits
are described over time by a high order autoregressive process, in which
they ultimately expect to retain only a small fraction of a deposit inflow.
Realizing that deposit inflows are largely transitory, they choose to avoid
sizable transactions costs by lending only the permanent component of
a deposit inflow; other funds are held as cash or securities depending
upon the date on which the deposits are expected to be withdrawn.

Second, in a world of imperfect factor markets and of detailed credit
analyses that precede loan transactions, banks must consider not only
nominal market interest rates, but also their own costs of lending when
making portfolio adjustments. Figure 3-9 shows hypothetical net rates of
return which a bank realizes from deciding at time zero to order different
short-maturity assets for delivery at time t. If a bank unexpectedly receives
a deposit inflow, it will maximize profits by holding cash until ¢,. At ¢,
it will dispose of nonrequired cash and acquire securities; at z, it will
dispose of securities and acquire loans, Because banks are always
responding to shocks, they will be observed o be holding diversified
portiolios,

Third, in a world of imperfect loan markets, profit maximizing banks
cannot instantaneously place newly received funds in loans at the highest
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available interest rates. They will hold funds temporarily as securities until
they are able to lend to their most valued customers or, alternatively, to
place their funds in the most profitable loans.

Each of the three arguments suggests that banks’ portfolios will respond
to deposit mflows in the manner suggested at the close of chapter 2.
Figure 3-10 illustrates the pattern for an assumed deposit injection.

The *‘cash™ curve in figure 3-10 includes both idle free reserves and
required reserves. The vertical sum of the three curves in the figure is
always unity for the model under discussion because of the balance sheet
identity. The pattern of the figure can be approximated algebraically by
relating each asset to a time sequence of first differences of a bank’s
deposits and its capital. This algebraic approximation has the advantage of
being able to accommodate an indefinitely large number of assets; it is
employed extensively in subsequent chapters.

b. Uniform notation for subsequent chapters

It was not convenient to define a uniform set of notation for the mono-
graph until now. Henceforth, the following symbols have the definitions
indicated in table 3-4.

TaBLE 3-4. SYMBOL DEFINITIONS

d the level of a commercial bank’s demand deposits on a date or averaged overa
specified time interval,

s the level of a commercial bank’s time and savings deposits on a datec or
averaged over a specified time interval.

m the level of a mutual savings bank’s regular savings deposits on a date.

c the difference between a bank’s total assets and its deposits on a date or that
difference averaged over a specified time interval.

a the level of an asset of a financiat institution on a date or averaged over a
specified time interval,

z the 1otal assets of a financial institution on a date or averaged over a specified
time interval.

v the income flow accruing from the portfolio of a bank during some specified
time interval.
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It is convenient to define some vectors that will be used extensively.
Assuming that d, = d, — d,_,, define for the ith bank on the tth date a
veetlor

3.7.1) D, =

Loz A

This vector contains P — | deposit differences and the immediately
preceding level of deposits, all divided by a bank’s total assets on date ¢.
P is an arbitrary but suitably large number of time periods. The elements
in this vector sum to (d,/z;). An exactly corresponding vector exists for a
commercial bank’s savings and time deposits; it is denoted by S,. An
appropriate vector for a mutual savings bank’s deposits will be given in
chapter 4.



CHAPTER 4

Estimation of the Models: Problems and Techniques

This chapier reports estimation methods used to study the models pre-
sented in chapter 3. In section 1 some common problems of macro-
econometric estimation are surveyed, with particular reference to recent
studies of bank behavior. The discussion suggests that a less aggregative
approach might have proven illuminating for those studies. Section 2
considers the effects of aggregation over time and across economic
untts on the estimated dynamic structure of econometric models. In
section 3 a description of statistical procedures for estimating the bank
portfolio models is presented. The last section describes a model deter-
mining a bank’s net income.

1. COMMENTS ON MACROECONOMETRIC STUDIES OF BANK
BEHAVIOR

In formulating aggregative theories of bank behavior, economists
usually think in terms of decision-making units." Assuming that micro-
theory is the togical foundation for macro-theory, a method of aggrega-
tion 1s necessary if hypotheses are to be tested at the macro-level. Similarly,
if microeconometric studies are to prove useful in macroeconomic appli-
cations, a rigorous method of aggregation must be available. Therefore, the
choice between using microeconometric estimates or macroeconometric
estimates in aggregative studies.does not hinge on the feasibility of
aggregation.

No doubt the most critical problem with macroeconometric studies 1s
the small number of observations available to investigators. As time passes,
moreover, the appropriate specification of a model will change because of
varying institutions, technology, regulations, and so on. Therefore, the
informational conient of available aggregative time series is very limited.
Because time-series data are available in such limited quantity, published

1. This section, with minor modifications, is taken from an earlier paper by the authors.
Cf. Hester and Pierce [1968].

73
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lime series are used repeatedly by the same investigator, and more in-
sidiously by different investigators. Continued experimentation rmay
seriously dissipate the value of data in discriminating among competing
models, if researchers respond to “outhicrs.”

The fact that the United States economy has generated values of most
economic measurcs that are highly intercorrelated over time makes the
paucity of macroeconomic observations all the more serious. Most
macroeconometric equations consist of comparatively few variables. In
part this specification follows from the relative simplicity of models.
Probably a more important explanation, however, is that cstimated
standard errors of coefficients are likely to be intolerably large when a
number of highly correlated independent variables are included in a
regression.

One example of oversimplification in model specification occurs in
money supply models. A bank is assumed to be concerned only with the
allocation of its assets between excess reserves and total earning assets
[Meigs, 1962; Teigen, 1964b]. Borrowing from the Federal Reserve is
the principal endogenous liability. In fact, the composition of commercial
bank portfolios varies considerably through time. If differences in asset
rates of return or liability costs influence bank demand for excess reserves,
then parameter estimates of money supply models are suspect.?

Another exampie of the problem is when a number of strongly inter-
correlated market interest rates appear in a single equation. How do
mnvestigators choose among alternative plausible specifications? A
commeon assumpiion when building aggregative models is that all assets
are gross substitutes. An increase in the expected rate of return on one
asset is assumed to induce an investor to hold more of that asset and less of
other assets. This assumption is not an obvious conclusion of portfolio
theory, but is frequently invoked to judge the acceptability of asset
demand equations.

A promising approach to overcoming the effect of multicollinearity in
aggregative models is to combine cross-section and time-series estimates
of structural parameters.® Even if no combination is intended, cross-
section studies are especially useful because they permit investigators to
identify the relation between cross-sectton variables like income and cash
balances when interest rate and price variables are frozen. The potentially

2. For a careful discussion of the microeconomic underpinnings of the aggregate money
supply function, see Brunner [1961].

3, An excellent example of the use of cross-section data in an aggregative model to over-
come problems of multicollinearity is reported i Tobin [1950].
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important effects of bank size, location, and reserve classification on
portfolio behavior can best be evaluated with cross-section studies.

An important featnre of many recent aggregative models has been the
incorporation of dynamic behavior in structural equations. Investigators
argue that (1) formation of expectations and,/or frictional costs of adjust-
ment arc important, and (2) optimal policy implementation must exploit
this dynamic structure. Initially, specifications involved lagged endo-
genous variables and implied that the effects from a shock declined
exponentially as time passed {Koyck, 1954]. In recent years more intricate
lag operators, which need not incorporate lagged endogenous variables,
have attracted many investigators [Almon, 1965; Jorgenson, 1966:
Tinsley, 1967].

It is easy to agree that dynamic properties of a model are important
for policy formation. However, parameter estimates are biased when
lagged endogenous variables are present [Hurwicz, 1950]. Furthermore,
conventional statistical tests appear to be very weak in discriminating
among different lag operators [Griliches and Wallace, 1965: Griliches,
1967]. Feasible techniques for estimating such operators place a heavier
demand on economic theory than presently séems justified.*

As indicated in chapter 1, the use of simple distributed lag operators
has not produced a clear picture of the lag structure for money supply
models. De Leeuw [1965] finds evidence of a long lag between an initial
reserve injection and subsequent bank holdings of desired earning assets.
His resuits indicate that banks achicve only 4.6 percent of their total
excess reserve adjustment within one quarter and only 27 percent of
their total borrowing response within that quarter. On the other hand,
Goldfeld [1966, chap. 5) estimated for reserve city banks that there is
no lag in adjustment to desired excess reserve positions and that some 40
percent of their total borrowing response is achieved in one quarter. For
country banks 60 percent and 30 percent of the total response of excess
reserves and borrowing respectively are achieved in the first quarter.
De Leeuw and Gramlich [1968] report that banks achieve approximately
30 percent of their total free reserve adjustment in one quarter, much
slower than found in another study by Rasche and Shapiro {1968).
Studies by Teigen [1964a, 1964b] and by Rangarajan and Severn [1965],
using quarterly and semimonthly data respectively, found no evidence of a
lag in the response of the money supply to a permanent change in non-
borrowed reserves. Brunner and Meitzer [1964] have not stressed the role
of lags in their econometric analyses of the money supply function.

4. Compare Taylor and Wilson [£964], Wallis [1967], and Griliches [1967].
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Bryan and Carleton [1967] applied a Koyck distributed lag formulation
to models explaining an individual bank’s demand for excess reserves and
for borrowed reserves. Their estimates, obtained from weekly time series
for an individual bank, indicate rapid rates of adjustment by a bank.
Bryan [1967] reported the same sort of results for an excess reserve model
applied to aggregates of nineteen banks. '

Studies of aggregate bank portfolio behavior have generally found long
lags in portfolio adjustments. For example, Goldfeld [1966], using a
Koyck distributed lag formulation, estimated that banks achieve only
16 percent of their total commercial loan response in the first quarter
following a shock. Hendershott [1968] using similar techniques also found
slow adjustments of loan portfolios. Bank holdings of United States
government securities and municipal securities appear to respond even
more slowly than loans [Goldfeld, 1966 de Lecuw, 1965].

This confusing array of results indicates that severe problems are
encountered when estimating lag structures from aggregative data. The
moral seems clear: “to get better answers to such complicated questions
we shall need better data and much larger samples” [Griliches, 1967, p. 45].
This 1s precisely the reason for utilizing micro-data.

The main check against incorrect inferences in classical statistical
theory is the possibility of replicating results from independent evidence,
This replication is rarely possible with aggregative data. If theories are
capable of being tested with cross-section data, the possibility of establish-
ing a common analytical framework through replication is vastly en-
hanced.

Inchapter 3 the time paths of portfolio adjustments by a bank in response
to a deposit shock were predicted to exhibit specific shapes. These relations
could be estimated with polynomial approximations developed by
Almon [1965], Jorgenson [1966], and Tinsley [1967]. However, in view of
the preceding criticisms by Griliches and because available data resources
are large, the procedure eniployed in this monograph is a direct, brute-
force estimation of lag structures.

2. TIME AGGREGATION AND THE ESTIMATION OF DYNAMIC
SYSTEMS

The previous section dealt with some of the problems that can result
from the use of data that are aggregated over economic units. This section
discusses problems that can result from the aggregation of data over
time—for example, aggregation of monthly data to construct quarterly
observations.

Mundlak [1961] and Zellner [1968] have shown that intertemporal
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aggregation generally will produce misspecification and biased estimates
of adjustment coefficients in Koyck distributed lag models. They argue
that the average lag in adjustment will typically be overestimated. Bryan
{1967] has applied a Koyck lag model to commercial bank micro-data
to obtain the kind of results predicted by Mundlak. This application of
Koyck’s distributed lag model to weekly data summed over nineteen
banks produced an estimate of 5.2 weeks as the time required to close
95 percent of the gap between desired and actual excess reserves.® For the
same group of banks Bryan estimated the lag structure from monthly
data and found an interval of 28.7 months was required before this gap
was similarly closed. These latter results are in accord with some of the
macro-estimates discussed in section 1.

Bryan’s results must be interpreted with considerable caution for two
reasons. First, during the period he studied, city banks had a one-week
settlement period with the Federal Reserve, and country banks had a
two-week period with no carry-over provisions. His sample of Federal
Reserve member banks had to conform with this externally imposed
rhythm when making decisions. The reserve period serves to make
changes in a bank’s ¢xcess reserves independent in successive time intervals.
When Bryan analyzed monthly changes in excess reserve positions, he
was averaging together independent weekly or biweekly observations.
This procedure will cause error terms in his regressions to be positively
serially correlated, as Working [1960] and Telser [1967a] have argued.
If the Koyck distributed lag approach is applied in these circumstances,
estimates of lags will be inconsistent and positively biased. The consider-
able difference in the lags Bryan estimated from weekly and monthly data
can be explained at least partially in this manner. The period of observa-
tion should correspond to the period of the decision process. Second, it
1s difficult to draw conclusions for the banking system as a whole from a
sample of nineteen banks. Error terms on a particular date for different
banks tautologically cannot be independent for all banks in a closed
banking system. As one bank adjusts to equilibrium, another bank is
automatically shocked into a new discquilibrium. Theoretically a single
bank should be able to adjust its cash position quickly in response to
deposit inflows, but the banking system may react slowly.®

5. The comparable average lag for each bank taken separately was estimated to be 3.2
weeks. Both estimates may be negatively biased, if Bryan's sample banks had a 2-week reserve
settlement period. For such banks, a positive reserve position in one week is likely o be
matched by a negative position in an adjoining week. This negative serial correlation will
produce biased estimates for reasons similar to those discussed in the subsequent paragraph.

6. The complexities of the relationships between individual components and aggregates
in a simultanecus dynamic system have been discussed by Allen [1967] and Tucker {1966].
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In chapter 12 simulation experiments are described which explicitly
allow for the dynamic interaction of banks in a banking system. These
experiments indicate that the response pattern of the banking system is
not a simple image of the pattern for individual banks. In particular,
except under very restrictive assumptions, the banking system adjusts its
excess reserves, or any other asset for that matter, much less rapidly than
does an individual bank. The dynamie reactions of the banking system
do not depend solely upon the portfolio adjustment parameters of
individual banks. They alse depend upon the saving habits of the non-
banking public, the rates at which loans are repaid and securities mature,
the magnitude and timing of flows of funds within the system, and the
dynamic adjustments of other financial intermediaries in the system.
While the simulation results give no evidence that the banking system
can adjust its desired excess reserve position within three or four weeks,
they do suggest that estimates of lags provided by some macro-studies
are much too long.

Macroeconometric studies of bank behavior necessarily describe the
behavior of banking systems and not the behavior of an individual bank.
While macroeconometric models often do draw on micro-theory to
Jjustify equation specifications, micro-theory may not always be a reliable
guide. Most microeconomic arguments do not siress that adjustments by
one agent will necessarily displace other agents in a closed system.

3. ESTIMATION TECHNIQUES FOR BANK PORTFOLIO MODELS

The models of chapter 3 predict that bank portfolio behavior should be
well described by time sequences of a bank’s deposits, by interest rates,
and by its net worth. Predictability of deposits was also seen to be an
important determinant of bank behavior. The approach in this section and
in chapters 6 through 9 is to construct two parallel models, an “input-
output” model and an “adaptive-expectations’ model, which differ
depending upon whether banks do or do not attempt to forecast deposits.
Both models should have asset adjustment paths similar to those appearing
in figure 3-10. Their paths will differ from one another if individual bank
deposit forecasting equations are not identical.

In subsections a and b of this scction, the input-output medels for
commercial and mutual savings banks are developed. Subsection ¢
describes a model for predicting deposits. Subsection d outlines the

adaptive-expectations model which exploits the forecasting structure of
subsection c.
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In addition to sequences of deposits, interest rates, and the level of
current net worth, the discussion in chapter 2 suggested the existence of
bank-specific determinants of portfolio composition. These “‘bank
effects” are assumed to cause additive displacements in asset equations
and are attributable to variations in management ability, differences in
local loan market conditions, differences in information flows within
banks, and differences in the aggressiveness and risk preferences of loan
and security officers.” In chapter 6 the hypothesis that bank effects do
not exist was tested and rejected for the sample of commercial banks. In
subsections a and d, which concern commercial bank portfolios, bank
effects were removed by measuring all variables about individual bank
means. For mutual savings banks, considered in subsection b, all variables
have been measured as first differences. This procedure conveniently
eliminates additive bank eflects.

Throughout the remainder of this chapter, the following subscript
conventions will be observed:

Observation characteristic  Subscript Range
bank i P=1,....1
call report J J=1,...,J
asset k k=1,....K
deposit lag p p=1I...,P
time t t=1 T

a. The input-output model for commercial banks

The input-output model for commercial banks can be described using
notation defined at the end of the preceding chapter. The share of the ith
bank’s total assets held as the kth asset on date ¢ is given by a;,/z;,. It is
convenient to define an I x K matrix, A;, having individual bank asset
shares as elements; which exhaustively describes assets in bank portfolios
on call report date j. By stacking these matrices, a summary array, A,
having (J x I} x K elements may be constructed.

Elements in A are to be explained by time sequences of demand and
time deposits and by levels of other liabilities and net worth observed for
the  banks on the J call report dates. At the end of chapter 3, two P x |
deposit vectors, I);, and S;,, were defined in order to describe a sequence of
first differences and immediately preceding levels of bank i’s demand and
time deposits, expressed as a fraction of its total assets, as observed on

7. Banks that engage in mergers are also expected to exhibit special behavior ; they have
been eliminated from the sample. See chapter 3 for detais.
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datet. It is convenient to construct P x [arrays, D;and S, which describe
past demand and time deposit sequences for all banks as viewed from
call report date j. Horizontally stacking these arrays yields the P x
(J x [) matrices, D and S, which are the major components of the com-
mercial bank input-output mode!.

In order to incorporate other liabilities and net worth in the model, it
is convenient to define an [ x 1 vector, C,, with elements, ¢,/z,. Such
vectors for each of J successive call reports can then be collected in a
(J x I} x 1 column vector, C. Note that the row sums of elements in
matrix A must equal unity. Similarly, the sum of corresponding column
sums of elements in D and S plus the corresponding element in € must
equal unity, because of the balance sheet identity. :

Because interest rates and economic conditions vary through time and
because bank portfolios are likely to respond to such variations, a set of
call report dummy variables is introduced. The hypothesis that individual
call report cross sections can be pooled without such an adjustment is
rejected in chapter 6. Let V be a (J x I} x (J/ — 1) matrix as follows:

(10 ... 0]
10 ...0
0 1 0
0 1 0
V=

00 ... 1
0 0 1
0 0 0
0 0 ... 0]

One additional array was introduced because it was believed that
banks’ responses to very substantial deposit shocks might differ from their
responses to the modest shocks they usually experience. This modification
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was introduced when it became apparent that a small number of banks
occasionally experienced temporary shocks that caused their demand or
time deposits to double or triple within a week. Frequently these shocks
were offset within a few weeks by a second shock. It seemed plausible that
banks had specific knowledge about such large deposit changes and would,
therefore, alter their portfolio allocations to exploit this information.
Quite arbitrarily it was assumed that weekly percentage declines in
deposits that were more than 20 percent or increases greater than 25
percent were ‘‘special.”

To account for the unusual character of these large deposit changes
in the model, two “overflow” variables, ,f, and ,f,, were defined for
targe demand or time deposit changes respectively in the history of the
ith bank as viewed from datet. If a bank had experienced no special change
in the P — 1 weeks preceding a call report, these variables had a value of
zero. If the bank experienced a special shock, then a “normal™ value,
divided by total assets on date ¢, was assigned to the appropriate element
of the D,, or S;, vector, and the remainder of the change, divided by total
assets, was assigned to two intermediate “‘counter” variables.® The
counter variables continued to be nonzero so long as the observed level
of demand or time deposits remained more than 25 percent above or more
than 20 percent below the generated normal series. No observations were
accepted if either counter variable remained nonzero for more than eight
conseculive weeks.® If the counter variables were nonzero at the time of a
call report, their values were shifted to the corresponding overflow
variables, The sum of the two overflow variables was added to the ith
bank’s value of ¢,/z;, as well, in order to preserve conventional balance
sheet identities.

The two overflow variables can be viewed as a 1 x 2 vector, F,. On
any call report the overflow status of all banks can be depicted by an
I x 2 matrix, F;. By stacking these matrices, a summary (J x I} x 2
matrix, F, is constructed which shows the overflow status of all banks on

all call reports.
The input-output model can now be written as
4.3.1) A=Do+SP+Cy+Vé+Fl+¢

where a, B, v, 8, and § are Px K,P x K,! x K,(J — 1) x K, and

8. The normal series of deposits was generated by taking the level of deposits immediately
prior to the shock and adding the average weekly deposit change of the same bank, which was
observed during a different period (calendar 1960), to form a gew level in each succeeding
week.

9. Details of this editing procedure are reported in chapter 5.
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2 x K matrices of coefficients respectively, and ¢ is a {J x I} x K matrix
of error terms.
The matrix of error terms is assumed 1o satisfy the following:

432) ) E(g;;,) = Oforalli,j, k,
(ii) Elegu-tq) =0 ilij # 7,
=¢? ifij =1, and

(iii} £ is independent of D', §',C, V, and F.

The first part of (4.3.2) is required for (4.3.1) not to be misspecified. The
second assumption implies that error terms are homoskedastic for each
assetl studied and that bank call report observations are independent.
The latter in turn implies that banks serving a given market do not interact
while competing for assets and that they are subjected to independent
random shocks.

The third assumption implies that the elements of £ and D, §',C, V,
and F are contemporaneously uncorrelated. Subsequent empirical results
are likely to be distorted if this assumption is seriously violated ; therefore,
a rather extended discussion of it is now presented.

Consider one asset, commercial and industrial loans. The covariance of
the most recent elements of the D’ matrix with the commercial and in-
dustrial loan disturbances could be nonzero for the following reasons:

1. A borrower simultaneously takes out a loan and withdraws funds from
a demand deposit accouni.

2. A bank makes a loan by augmenting a borrower’s demand deposit
balance.

3. As a consequence of an increase in interest rates, borrowers simulta-
neously reduce their deposit balances and repay a loan.

4. Interest rates vary across banks so that for some banks interest rates
are rising with the outcome of case 3 obtaining, and for other banks
interest rates are falling with the negative of case 3 obtaining,

The covariance of the elements of the 8" matrix with the commercial
and industrial loan disturbance term could be nonzero if;

5. A bank actively solicited a time deposit in order to make & loan.

The covariance of C with the commercial and industrial loan disturb-
ance could be nonzero if:

6. Doubtful loans were written off and simultancously deducted from a
bank’s reported capital account.
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Assumptions stated at the end of chapter 2 are sufficient to exclude
cases 4 and 5 from further consideration. All conclusions from any
statistical model are of course conditional on the underlying assumptions
being satisfied. Case 3 is irrelevant if call report dummy variables are
included ; then, effectively, all banks face the same interest rates.

Cases | and 2 cannot be excluded a priori. If they occur, then the
coefficients of very recent deposit inflows in loan regressions are likely
to have positive biases. There are good reasons for thinking that the
source of bias mentioned in case 2 will be weak. First, the great majority
of loans have not been made in recent weeks. Second, when making loans,
banks would be foolish to create a deposit for a loan prior to the expected
takedown date unless a borrower immediately begins to pay interest on
this unused loan. Banks immediately incur a reserve requirement for
such deposits. Borrowers, on the other hand, will prefer to pay no interest
until they need to use the loan. Together banks and borrowers have
established a line-of-credit arrangement that permits the simultaneous
creation of loans and takedown of loan balances. For such arrangements
there will be no correlation between observed recent deposit changes and
bank portfolio composition.'?

Similarly, to the extent that borrowers must keep compensating
balances in proportion to existing lines of credit, there is reason to believe
that case 1 also will be a relatively infrequent event. On the other hand, if
compensating balances are tied to the use of the credit line, case 1 can be
serious. Evidence about compensating balances is not available to
evaluate these arguments.

Case 6, which concerns the simultaneous writing off of bad loans and
capital, remains to be considered. 1f this case occurs frequently, then
the regression coefficients for capital should be high for assets that are
subject to such accounting adjustments. On the other hand, banks holding
such assets are likely to have higher than ordinary capital-deposit ratios
to protect against possible losses. Therefore, a large regression coefficient
on capital for a risky asset is not necessarily evidence that the estimates
are biased, Given the anomalies of accounting, it seems safest to assurne
that any biases attributable to case 6 are relatively unimportant,

To facilitate empirical analysis, ““capital” has been defined to include
ali nondeposit liabilities of a bank as well as the nsual accounting measures
of net worth. These nondeposit liabilities include certified and officers’

10. To interpret a line of credit in terms of the analysis of chapter 3, it is necessary to ex-
press a bank’s willingness to extend lines of credit as a function of recent deposit inflows.
Thus, after a deposit inflow a bank processes new applications for lines of credit and after an
economically efficient time span accepts an appropriate amount of new credit lines.
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checks, bank mortgages and other liens, rediscounts, acceptances, and
other liabilities. To the extent that banks are able simultaneously to
adjust those liabilitics when determining their asset portiolio, an additional
potential source of bias exists. For most banks such liabilities arc very
minor items in balance sheets with small variances over time. It is assumed
that they can be regarded as exogenous.

The validity of this assumption is questionable when banks borrow at
the Federal Reserve or in the Federal funds market. Tobin {1959], Polakoff
[1960], Meigs {1962), Teigen [1964a, 1964b], and Goldfeld [1966], for
example, have argued that banks are likely to run greater risks of visiting
the discount window when money market interest rates are high relative
to the discount rate. Their argument does not seem to be important in the
present study, since call report dummy variables are included. Also, the
administration of the discount window by the Federal Reserve effectively
precludes banks from actively using discounts as a source of funds. For
the banking system as a whole, discounts rarely exceed 0.2 percent of total
assets. Federal funds transactions are an insignificant source of funds for
all but a few large banks in the sample studied.

The estimated coefficients in chapter 6 will be reviewed critically to see
if the suspected biases are present. While this review cannot disprove the
presence of biases, it will be seen that the estimates are not inconsistent with
a hypothesis that no biases exist.

The preceding discussion has emphasized the relation between loan
equation disturbances and independent variables. With less justification,
similar questions might be raised about other assets in bank portfolios as
well. The empirical analysis is based on the assumption that such questions
are of no consequence,

Apart from assumptions about the error terms, four further features
about the specification in (4.3.1) should be noticed. The first is a conse-
quence of the balance sheet identity and was discussed in the preceding
chapter, The sum of coefficients in rows of &, p, and y are identically unity.
Consequently the row sums of the §, {, and € matrices are zero.

Second, since the sum of elements in each row of I), &', and C is unity,
it is not possible to have an intercept in (4.3.1). In addition, since
all variables are measured as deviations from individual bank means,
caution must be used when interpreting the magnitudes of individual
coefficients. Coefficients in the model are indeterminant if all variables have
zero means. To avoid this indeterminancy, all balance sheet variables
were augmented by the sample mean during estimation. This procedure
serves to normalize the fitted least-squares regressions so that they
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describe the mean sample bank as it would have been observed on the
last call report.

The third feature concerns the choice of the time interval over which
elements of D’ and § are to be defined. Deposit data were available in
sufficient detail to permit analysis of weekly averages of a bank’s close-of-
day position. However, a preliminary study suggested that the period of
adjustment for a financial institution might be quite long, perhaps a year
ormore.!" An empirical specification that kept the degree of “'resolution”
of the D’ and 8’ arrays at week intervals, therefore, seemed excessive, for it
would require that regressions have approximately one hundred variables.

A high degree of resolution is desirable when individual assets are
expected to be very sensitive to week-to-week fluctuations in deposits.
From figure 3-10 it is apparent that deposit inflows are likely to be held
as cash for only a brief interval. Therefore, it will be necessary to get
frequent measurements of the most recent deposit changes in order to
describe cash holdings with any accuracy. Earlier deposit inflows are
likely to affect portfolio composition over a longer time interval and
thus can be averaged together without greatly sacrificing efficiency.
Therefore, rather arbitrarily, the first three columns of the D' and &
arrays were measured as differences in weekly averages of a bank’s
daily deposits, the next column was measured as the difference between the
fourth preceding week’s average deposits and the mean of the fifth through
eighth preceding weeks' deposits, and the remaining first-difference
terms measure successive earlier changes in a bank’s four-week averages
of deposits. The final term Is the average level of a bank’s deposits during
the earliest four-week period considered. This convention led to some
awkwardness in executing simulation experiments reported in chapter 12,
but otherwise proved very practicable in empirical work.!?

The final feature of expression (4.3.1) requiring elaboration concerns
the length of the deposit history that is to be imposed in regressions. As
noted in chapter 3, the length of this time period will be a function of a

11. The preliminary study concerned mutual savings banks and appears in a revised form
as chapter 7 of the present monograph. See Hester [1965].

12. A minor problem was encountered when merging data files described in the next
chapter. Bank portfolio information was collected from call reports, which measure bank
assets and liabilities at the close of a particular day. Data on demand and time deposits
consisted of weekly averages of daily deposit figures. To synchronize the two files it was
necessary to use the averaged demand and time deposit measures for the week enclosing the
call report instead of the demand and time deposits appearing on the call report itself,
Capital was then defined as total assets on the call report minus the sum of the averaged
demand and time deposits. All banks studied in chapters 6 and 9 had small discrepancies
between call report and averaged deposit measures.
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large number of unobserved costs. Because assumptions about the length
of the time period cannot be independently tested, a cautious pragmatic
approach was adopted. Three time spans-—forty-four, forty-eight, and
fifty-two weeks—were sclected for consideration. An analysis of covariance
was then employed to test whether the coefficients on the demand and
time deposit levels differed significantly from the corresponding earliest
first differences for each of ten major bank asset variables. With the
exception of mortgage loans, no coefficients were significantly different
from the stock coefficients at the 5 percent level in a two-tailed test for
either of the two longer spans. Therefore, it was concluded that a fifty-two
week history was adequate for analyzing the input-output model.

It was assumed that the same time span was appropriaie for both the
time and demand deposit sequences. In chapter 6 it will be seen that the
model experiences significant losses of explanatory power for deposit
sequences appreciably shorter than forty-four weeks and that these losses
will occur in both the demand and time deposit sequences. It will also be
seen that mortgage loan coefficients of the earliest first diflcrences do not
differ appreciably from the deposit level coefficients.

b. The input-output model for mutual savings banks

When studying mutual savings banks, a modified form of the preceding
statistical model was employed in order to test the theory of chapter 3. A
different model is desirable because of the nature of available data re-
sources and because the observed aggregative savings bank portfolio will
be seen not to correspond with predictions flowing from the commercial
bank model.

First, data concerning mutual savings bank assets were recorded at
monthly intervals, about three times as frequently as those for commercial
banks. These relatively frequent measurements permit first differences of
assets to be studied as functions of first differences of regular savings
bank deposits.!® This emphasis on flows corresponds more closely to the
spirit of the theory than the statistica! approach that was dictated by
commercial bank data resources. Neither additive bank effects nor
ancient portfolio positions can obscure statistical tests of the hypothesis
when first differences are studied.

Second, inspection of savings bank balance sheets in table 5-8 suggests
that these institutions were substantially out of long-run equilibrium
during the sample period. Thus, between January 1959 and December 1963

13. Regular savings deposits are the principal liability of mutual savings banks and are
briefly discussed in the next chapter.
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sample banks placed approximately 100 percent of their change in total
assets in mortgage loans, but on the latter date only about 75 percent of
their asscts were mortgage loans. Therefore, it is not possible to estimate
the length of the adjustment process by comparing coefficients for early
deposit flows and immediately preceding stocks. However, if it is assumed
that the evident disequilibrium was independent of deposit flows, be-
havioral structures comparable to those of commercial banks may yet be
identified. ‘

In specifying the input-output model for savings banks, the notation
defined at the end of chapter 3 will again be used. The dollar amount of
asset k held by savings bank i at the end of month ¢ is denoted by a,,.'*
The change in this asset during month t, @y, — ;- IS &y, . An exhaustive
description of changes in the portfolio of the ith bank in month ¢ is given
by the 1 x K vector, A,,. Changes in assct portfolios of all savings banks
during month t are shown by the I x K matrix, A,. Finally, stacking such
matrices together for a total of T months gives the (! x T) x K matrix, A,
which 15 to be explained by deposit changes and by changes in savings
banks’ surplus and miscellaneous other liabilities.

The dollar amount of regular savings deposits held by a bank at the
end of month t is m;,, and the change in these deposits during the month s
. It is postulated that changes in assets are described in part by a
sequence of P current and previous monthly changes in regular savings
deposits. Let M, be a 1 x P vector of current and past changes in regular
savings bank deposits as viewed at the end of month ¢. Current and past
changes in savings deposits at all savings banks on date ¢ are represented
by an I x P matrix, M, ; and stacking such arrays together for T periods
permits the construction of the (/ x T) x P array, M.

Because changes in the sum of a savings bank’s surplus and other minor
liabilities are assumed to be accurately forecasted, lagged changes in this
sum should not influence the current change in the bank’s assets. To
represent the contemporaneous value of this sum, recall that total assets
of the ith bank at the end of month ¢ is given by z,, and that the change
during the tth month is represented by z,,. Then from the balance sheet
identity, the change in this sum, &, is equal to z;, — m,."* For all banks,
the changein thissumondatezis givenbythe I x 1 vector C, ;and stacking
such vectors over T months yields the (/ x T) x 1 vector C.

14, The subscript conventions are the same as in the preceding subsection : the limits of
subscripted arrays have the same symbol, but their numerical equivalents differ in commercial
and savings bank specifications.

15. In empirical work ¢, was compiled independently from savings bank balance sheets

in order that the balance sheet identity could be used to verify that dala were accurately
recorded.
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The input-output model as applied to mutual savings banks can now be
specified formally as

(4.3.3) A=a+Mp+Cy+e

where &, B, and y are, respectively, 1 x K, P x K,and | x K matrices of
coefficients, and g is a (T x I} x K matrix of error terms. (It is understood
that o is premultiplied by a (T x T) x 1 vector of ones.)

The balance sheet identity constrains the sum of coefficients in the
first row of f and the column sum of elements in y each to equal unity.
The same identity constrains the remaining row sums of ff and the column
sum of elements in & to equal zero. Row sums of £ also equal zero.

The elements of P and y matrices have interpretations that correspond
closely to their counterparts in the preceding subsection. If savings banks
can accurately forecast changes in capital and nonregular savings deposit
liabilities P periods in advance, then elements of y have identical interpre-
tations in the commercial and mutual savings bank models. Elements of
the B matrix for mutual savings banks correspond to first differences of
successive column elements in the B matrix for commercial banks.

The elements of & should be interpreted as measuring the average
within-month change in the typical savings bank’s equilibrium portfelio.
The inclusion of this disequilibrium intercept variable represents a crude
attempt to allow for the aforementioned nonstationarity in mutual
savings bank portfolios during the period studied. It permits this non-
stationarity to occur independently of deposit changes; the coefficients
have no meaning outside the period for which they have been estimated,

The matrix of error terms is assumed to exhibit the same properties
that were stated in (4.3.2). Perhaps the weakest assumption in the case of
savings banks concerns homoskedasticity of error terms in a least-squares
regression for an asset. If banks were arrayed in order of increasing total
assets, error terms would tend to exhibit heteroskedasticity. Nevertheless,
variables were not deflated by total assets because (1) available samples
are very large, (2) there is reason to believe that the standard deviation of
error terms is not proportional {o a bank’s total assets, and (3) improper
deflation can impair the quality of estimates [Meyer and Kuh, Appendix C,
1957].

Measurement of mutual savings bank dependent variables is less
satisfactory for studying the input-output model than was the case for
commercial banks. Measurement errors in dependent variables which
stem from reporting errors and from accounting conventions that value
assets at cost rather than at market are quite insidious. The market values
of long-term government securities and insured mortgage loans may bear
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a weak relation to their recorded book values. Because regular savings
deposits are measured quite accurately, the balance sheet identity transfers
these dependent variable inaccuracies directly 1o the C vector. Therefore,
all estimated coefficients should be interpreted cautiously. A sumilar error
may occur in the case of commercial banks, but it is likely to be much less
serious owing to the short maturity of most commercial bank assets.

Aggregation losses are more serious for the mutual savings bank sample
than for commercial banks because savings bank data are not available
in great detail. For example, data about all United States government
securities are reported in a single entry; no doubt, maturities and yields
differ considerably across banks. Similarly, mortgage loans inctude
federally guaranteed loans purchased in the national market as well as
locally originated conventional loans; these two components are likely
to differ considerably in risk and expected return. Consequently, the
interpretation of coefficient estimates is somewhat impaired.

Three other differences should be noted when comparing commercial
and savings bank results for the input-output model. First, no time dummy
variables, corresponding to call report dummy variables, were introduced
to allow for intertemporal variations in market interest rates. This tack
was followed because otherwise it would have been necessary to estimale
some forty additional coefficients in each regression. Interpretation of
those additional coefficients would have represented a formidable
undertaking. Instead, a series of plots of summed residuals for each of a
number of subsamples of banks against timc were produced; they
suggested that no very regular or easily interpretable pattern existed.
Some of these plois are reproduced in chapter 7. In principle, both
seasonal fluctuations and shifts in desired portfolio composition attribu-
table to interest rate movements should have been evident. Because these
patterns were not apparent, the adopted procedure seemed relatively
costless.

Second, because no large shocks were evident in time series of deposits
at individual savings banks, no smoothing was necessary. Therefore, no
overflow variables appear in (4.3.3).

Third, mutual savings banks are state-chartered institutions, and
regulations for these banks differ markedly among states. In addition,
savings banks operating in New York City are very large relative to those
serving other areas of New York Siate. To avoid interbank variations
attributable to differing regulation standards and scale, at the outset it
was decided that the structure should be separately estimated for four
subsamples of savings banks which were defined by bank location. The
basis for this decision is further explained at the end of chapter 5. This
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procedure tends to insure that banks in any sample studied are relatively
homogeneous and faced similar market conditions.

¢. Deposit forecasting models

The discussion in chapters 2 and 3 suggested that forecasting of future
deposits by banks was likely to be observed if relatively inexpensive
techniques could be developed. 1t was hypothesized that simple auto-
regressive models would describe sequences of an individual bank’s
demand and time or savings deposits with some accuracy. Parameter
estimates for these models are reported in chapter 8; the underlying
statistical model is described here. Forecasting equations will be esti-
mated for each commercial and mutual savings bank studied in chaplers
6 and 7.

The principal reasons for studying autoregressive deposil structures
are the hypotheses (1) that such structures vary among banks and (2) that
individual bank portfolio behavior can be better described by exploiting
this fact. The first hypothesis is not formally tested because it would have
entailed an extremely expensive series of computer runs. However, both
visual inspection of summary results reported in chapter 8 and the
accompanying text should convince readers that substantial differences
exist among sample banks. The second hypothesis is the subject of
chapter 9. If differences did not exist, the adaptive-expectations model
would not be interesting, because it would not be distinguishable from the
input-output formulation just considered.

After time series of deposits at a bank were smoothed to eliminate the
aforementioned large shocks, each commercial bank was assumed to
view first differences in weekly averages of its demand and time deposits,
d, and §, , as being generated by a stationary process.'® Similarly, a mutual
savings bank was assumed to view monthly changes in its regular savings
deposits, 7, , as being generated by a stationary process. How should such
processes be modeled? In the absence of reliable information about the
autoregressive deposit structure at individual banks, the following
procedures were adopted. First, each of the three categories of bank
deposits was assumed to be described by a different process. Second, to
avoid prohibitive computing costs. the specification of lags in the auto-

16. Because large shocks are likely to distort estimales of the autoregressive structures
severely and because banks are very unlikely to view such shocks in the same way as smaller
shocks, it seemed best to smooth deposit series before estimating the autoregressive structure,
A detailed discussion of the smoothing procedure appears in the first section of chapter 8.
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regressive process for a given category of deposits was assumed to be the
same at all banks. Third, in addition to various lagged deposit changes,
each process was assumed to have a trend (intercept) and a seasonal
component. The latter was estimated by including in the specification the
change in a bank’s deposits in a week or month exactly one year previous
to the deposit change being described—that is, d,_4,, 3,_s,, or #,_,,.
Fourth, the remainder of the specification of lags was determined experi-
mentally using small pilot samples of commercial and mutual savings
banks. The experiments are described in chapter 8.
The models which were adopted are summarized as follows:
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where the i subscript has been suppressed for ease of reading, the ~ under-
score indicates that the variable may have been smoothed, and ¢,, v,, and
4, are generated by independent white noise processes.

The discussion in section 4 of chapter 2 suggests that, with the exception
of 8y and 8., coefficients in the demand deposit equation should be
predominantly negative. This expectation is based on the premise that
depositors will seek to avoid incurring opportunity costs of holding idle
balances ; therefore, a deposit inflow will be associated with a succeeding
sequence of deposit outflows. Coefficients on the most recent lagged
deposit changes are expected to be the largest in absolute value, because a
depositor’s opportunity cost is an increasing function of the period
over which funds are held idle. Some positive coefficients, relating to more
distant deposit changes, may be observed for individual banks; they are
likely to correspond to regular credit rhythms at monthly and quarterly
periodicities and are analogous to seasonals. No corresponding a priori
predictions cxist for comparable parameters in time and savings deposit
equations.

The seasonal coefficients, 85,, ¢g,. and ¥,,, are probably the least
satisfactory elements of the autoregressive equations. To conserve the
number of parameters reported (but not degrees of freedom) they were
chosen in preference to a series of dummy variables. The very short
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length of the time series for each bank would have made dummy variable
coefficients very unreliable and made the application of spectral techniques
unpromising. The year-ago weekly change variables were adjusted to
reflect the movements of dates relative to weeks between successive
calendar years, but no effort was made to adjust for irregular calendar
variations such as the date of Easter.}” Therefore, as in most econometric
investigations, seasonal factors are removed quite imperfectly.

d. Adaptive-expectations portfolio models

i. Commercial banks: The adaptive-expectations model of bank
portfolio behavior exploits the deposit forecasting structure just described
and uses resulting vectors of deposit forecasts in place of observed deposits
in a variation on the earlier described input-output model. To describe
the approach, let 4, ' be the forecast of the change in the ith bank’s
demand deposits in week ¢ as constructed at the end of week t — 1. The
recursiveness of the autoregressive forecasting equations permits forecasts
of the deposit change in week ¢ to be made from a number of earlier dates
as well. For example,

T
4.3.5) &t =0+0,d73 + Y 6di,o.+ 052di, 55
=2

A forecast change in the ith bank’s demand deposits during some period
ean be converted to a forecast level at the end of that period in an obvious
fashion. Now, define a 1 x P vector, [D;, which is analogous to the vector
D, introduced at the close of chapter 3. Specifically, /D, describes the
forecast of the ith bank’s demand deposit level at the end of period ¢t which
was made at the end of period t — P + 1 and successive revisions of that
forecast, all deflated by the total assets of the bank at the end of period
£, ;. In symbols,

e — & Nz
@' — &z
(4.3.6) Dy, = { .
(A A
L &,

17. Specifically, ifthe week of April 5-11, 1962, were being studied, then a synthetic seasonal
weekly change was constructed from the two observed weekly changes in 1961 containing

these same dates; each change was weighted by the percentage of dates that overlapped the
dates in the 1962 week.
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Anexactly analogous P x 1 vector, ,8,,, can be defined for a commercial
bank’s time and savings deposits. As in the case of the input-output
presentation, these vectors can be horizontally stacked to produce
P x I matrices, D, and (S,, which summarize all forecasts of banks’
deposits at the end of period t; and further horizontally stacked across
call reports to obtain the P x (J x I) matrices, ;D and (S

The sum of a bank’s capital and nondeposit liabilities, expressed as a
fraction of the bank’s total assets, (c;;/z;;, is obtained by taking the sum
of column sums of ;I};; and (8;; and subtracting this fraction from unity.
I no deposit smoothing occurs, ;¢;; exactly equals ¢;;, which appears in the
input-output formulation. As in that model. the value of ,c,/z,; for all
banks on the jth call report can be depicted in an I x 1 vector, /C;. and
stacking such vectors for different call reports yields the (I x J) x 1
vector (C.

Using the previously defined (J x I) x (J — 1) matrix of call report
dummy variables, V, it is now possible to state the adaptive-expectations
mode! formally as

4.3.7) = Da+ ,Sp+,Cy+Vs+e

wherea, B,y,and darcrespectivelyP x K,P x K,1 x Kand(J — 1) x K
matrices of coefficients, and g is a (J x I) x K matrix of error terms.

A difference between the input-output model and the adaptive-expecta-
tions verston is that in the latter all variations in a bank’s total deposits,
apart from smoothed demand and time deposits, are assumed to be
foreseen. Therefore, no overflow variables appear in (4.3.7). This restriction
was imposed because the model is intended to describe the behavior of
actual banks, and there was no interview evidence that banks had any
model to predict such quantities recursively. No doubt, bankers had some
independent information about large shocks, but this information was
not available to outside investigators. Omitting special overflow variables
tends to handicap the adaptive-expectations version in comparisons with
the input-output model."®

Again, the matrix of error terms is assumed to exhibit properties that
were stated in (4.3.2). This assumption appears to be stronger than was the
case for the input-output model, and correspondingly less likely to be
satisfied, because of the probable presence of “*measurement” errors in the
forecasted variables. Forecasts that a bank generates for its own internal
" use are likely to differ from those flowing from the autoregressive-fore-
casting equations used in this study. The severity of the problem cannot be

£8. The handicap is probably of litle consequence. Coefficients and the total fit of the
input-output model were only slightly affected when overflow variables were suppressed.
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evaluated in the absence of information about the magnitude of measure-
ment errors and about the correlations between measurement errors and
disturbance terms.

This unfortunate state of affairs does not imply that the adaptive-
expectations model should be rejected out of hand, for two reasons. First,
the econometric literature contains many studies that exploit simple
expectations models. Often these models have less complete theoretical
justifications than that reported for the model in the preceding subsection,
and frequently they are estimated with many fewer observations, Analysis
of the adaptive-expectations model may convey some feeling for how much
confidence should be placed in those studies.

Second, if banks do forecast future deposits and if forecasting equations
differ among banks, then the adaptive-expectations formulation may yet
produce better descriptions of bank portfolio behavior than the naive
{and in this case misspecified) input-output model. The compounding
of structural hypotheses produces many slips between cup and lip, but
more water may be consumed than through a leaky straw!

ii. Mutual savings banks: A sequence of deposit forecasts, analogous to
that suggested in (4.3.4) and (4.3.5), is produced for each mutual savings
bank. Because no smoothing was necessary for savings bank deposits,
the same capital and residual liabilities variable as was used in (4.3.3) is
employed in the adaptive-expectations model.

For an individual savings bank, let

—t—1
m,

=2
My,

(4.3.8) M, =

=Pt 1
m,

Then by exact analogy to the earlier input-output version, (4.3.3), the
adaptive-expectations model for a number of mutual savings banks is

439) A=a+ MB+Cy+e

where g, B, andyare 1 x K, P x K, and 1 x K matrices of coefficients,
respectively, and € is an (I x T} x K matrix of error terms.

The qualifications for the mutual savings bank adaptive-expectations
model are the same as for the commercial bank model and will not be
repeated. I1 is important to recall that there is less reason to expect that
the autoregressive forecasting structure will be very informative for
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mutual savings banks. Therefore, the adaptive-expectations model is less
likely to be successful for mutual savings banks than for commercial
banks.

4. EMPIRICAL MODELS TO DETERMINE BANK INCcOME FLOWS

In chapter 2 a bank’s net income was assumed to be a prime argument
in its objective function. In chapter 10 four measures of commercial bank
imcome are studied empirically in considerable detail. The statistical
model underlying this empirical analysis is developed in the present
section.

The four measures are (1) gross operating income, (2) net current
operating income, (3) net income before corporate income taxes, and (4)
net income afier corporate income taxes. All measures refer to one
calendar year. Explanatory variables are weighted averages of balance
sheet variables constructed from a bank’s call reports in the year of the
income statement.

Gross operating income is the sum of interest and discount, dividends,
service charges, and miscellaneous residual operating income that the
bank receives in a year. This variable approximately measures the value of
the services a bank sclls in a year. Net current operating income is the
difference between gross operating income and operating costs. Principal
operating costs include wages, salaries, employee benefits, inierest paid on
deposits, costs of goods and services purchased by the bank, and occupancy
expenses,

Net income before taxes differs from net operating income because the
sum of charge-offs and recoveries from bad investments and capital losses
and gains in trading assets is typically nonzero. Decisions to realize losses,
modify loss reserves, or charge off bad debts are somewhat arbitrary
depending upon individual bank accounting conventions and manage-
ment decisions to reveal losses or gains.

Because of progressivity in the corporate tax rate structure, because of
specific source-oriented taxation of capital gains income and exemption
of interest income from state and local government securities, and because
of the possibility of tax carry-forwards and carry-backs, the relation
between net income before and after taxes is likely to be loose in the sample
to be studied. Net income ofter taxes is the income measure most likely
to appear in a bank’s objective function, for it corresponds to the return
to owners of the bank.

The statistical model for explaining interbank variations in these income
mecasures is best charactcrized as least-squares cost accounting,. It has been
successfully applied previously in the transportation industry [Meyer and
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Kraft, 1961] and to commercial bank samples from India [Hester, 1964)
and the United States [Hester and Zoellner, 1966).

The fundamental hypothesis underlying this section is that (1) rates of
return for assets are positive and vary across assets and {2) rates of return
for liabilities are negative (usually) and vary across labilities. If this
hypothesis is correct and if individual banks have balance sheets that are
not merely scalar multiples of each other, then variations in bank port-
folios should explain variations in bank earnings. An important by-
product of this exercise will be estimates of unobservable rates of return
that banks realize from the assets and liabilities studied.

It is convenient to define a 1 x 4 vector, Y., which measures the ith
bank’s annual gross operating income, net operating income, net income
before taxes, and net income after taxes as a fraction of year-end total
assets in year . The corresponding income measures for a sample of 1
banks can be described by stacking these vectors to form an 7 x 4 matrix,
Y,. Similarly, these income measures can be represented for the I banks
in T different years by an (I x T) x 4 matrix, Y.

During year ¢, the ith bank can be viewed as having K, assets, exclusive
of till cash, cash items in process of collection, and Federal Reserve Bank
deposits; the average value of each during the year is represented by a,,.
The ith bank is also viewed as having K, liabilities, exclusive of its capital
account during year ¢ the average value of each during the year is given
by I,,,.. It is convenient to define a 1 x (K, + K,) vector, L, as follows:

(4.4.1) L, = [au1/Zs - - Gy g /2 L 1/ 200 - - tir,K;,/zi:]s

where z,, is the total assets of bank i at the end of year .

Stacking these vectors for a sample of f banks existing in year ¢ produces
an I x (K, + K,) matrix L,; and stacking observations for 7T different
years together yields the (I x T) x (K, + K,) matrix, L.

Finally, to allow for the possibility of economies of scale in banking, the
reciprocal of the ith bank’s total assets at the end of year t,z;', was
introduced. To avoid inelegant notation, this variable has been renamed
r,.- The values of this variable at the end of year t for a sample of I banks
can be described by an I x 1 vector R,. Stacking these for T years allows
the (I x T) x 1 vector R to be constructed.

The mode! of bank income can now be formally represented as

(4.4.2) Y =LE + Re + ¢,

where £ and e are, respectively, (K, + K,} x 4 and 1 x 4 matrices of
coefficients, and € is an ({ x T) x 4 matrix of disturbances.
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Elements in the £ matrix are assumed to have expected values of zero.
The covariance between different elements in any column of £ is assumed
to be zero, while the covariance between elements in any row of € is
likely to be positive. For any measure of income, error terms are assumed
to be homoskedastic and independent of balance sheet variables.

The e vector corresponds to intercepts in the undeflated version of
{4.4.2). It measures income flows to banks that are unrelated to balance
sheet items. The value of its first element, which is from the gross operating
income regression, is expected to be positive. The existence of bank
income- from trust departments, underwriting, safe deposit facilities,
traveler's checks, and so on is the basis for this expectation. Because
overhead expenses and operating expenses for electricity, advertising, and
officers’ salaries, which cannot be uniquely associated with asset or
liability variables, may offset these inflows, other coefficients of @ may be
either positive or negative. These latter coefficients are important for
evaluating whether banks have economies of scale.!®

Coeflicients of the & matrix are expected to be positive for bank asset
variables in all four regressions. Almost tautologically, an asset is a stock
that produces a positive expected rate of return; therefore, asset co-
efficients should be positive. In the gross operating income regression, asset
coefficients should approximately equal market rates of return. For net
operating income, the coefficients are estimates of the net rate of return
that banks realize from holding an asset, after deducting directly associated
operating expenses. Because such costs are believed to be quantitatively
important, it is expected that net rates of return from an asset will be less
than observed market rates. The difference between the two estimated
rates is, of course, a measure of the operating costs associated with servicing
that particular asset.

An asset’s net income before-tax coefficient and its net operating income
coefficient should differ because of losses, recoveries, and changes in loss
reserves associated with the asset; the difference may be positive or
negative in a year, depending upon the magnitudes of these adjustments.
Examination of this difference in a number of different years should
roughly suggest Joss experiences of sample banks for each asset; this
interpretation is rough because loss and loss reserve adjustments are little
more than arbitrary decisions by accountants and bank management.

Finally, after-tax asset coefficients should be smaller absolutely than
coefficients associated with the other three income measures. The interpre-
tation of after-tax coefficients is somewhat ambiguous because they depend

19. For a discussion of the relation between these coefficients and scale economies, see
Hester and Zoellner [L966, pp. 378-83] and Hester [1967b),
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upon the proportion of sample banks choosing to realize capital gains
and losses in different years. The coefficient on tax exempt securities should
be quite similar in before- and after-tax regressions.

Coefficients of liability variables should also be positive, but small, in
the gross operating income regression. Banks typically impose small
service charges on demand deposit accounts and various nondeposit
liabilities. In the case of time deposits, the gross operating income co-
efficient is not expected to differ significantly from zero.

In regression equations for other income variables, liabilities are
expected to have negative coeflicients. Banks incur substantial accounting,
public relations, transactions, and interest costs when compensating
creditors for the use of their funds. Little difference is expected in a
liability’s coefficient in the net operating income and net income before-tax
regressions because the accounting adjustments that distinguish these
income measures are oriented toward assets, not liabilities. After-tax
regression coefficients for liabilities should be smaller than corresponding
net income coefficients by a factor that reflects the mean bank corporate
income tax rate.

Elements of the &€ matrix are to be interpreted as marginal rates of return
(cost) that banks experience.”® They are interesting only (1) if all a bank’s
liabilities and noncash assets appear in numerators on the right-hand side
of expression (4.4.2) and (2) if banks experience no direct income or costs
from omitted asset variables and capital accounts. The estimated marginal
rates are likely to differ from those obtained from more conventional
accounting procedures because the criteria for allocating costs and
revenues differ.?! Intertemporal variations in elements of the & matrix
may suggest the role of interest rates in transmitting monetary policy.
In chapter 10} an analysis of covariance is employed to test the hypothesis
that realized interest rates were constant during the sample years, [960—
1963.

Gross and net operating income measures are expected to be more
closely related to portfolio composition than other income measures
because they are free from arbitrary charge-off and transfer-to-reserve
decisions. However, there are reasons to expect that even in these re-

20. Readers should be cautious in attempting to interpret these rates as shadow prices.
It is possible that no bank could acquire or dispose of an asset beaning the rate of return
estimated in chapter 10. Moreover, asset-liability combinations may not be attainable if
they are very different from the set of obsecved portfolios. Finally, swapping assets may cause
a bank to have associated changes in its liability structute through compensating balance
arrangements and, more importantly, may produce indirect changes in the bank’s total
assels.

21. Seg, for example, the functional cost analyses published by the Boston Federal Reserve
Bank [Fcderal Reserve Bank of Boston, 1960-62).
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gressions the stochastic terms will be quite large for some banks. First,
some calegories of assets, for example, commercial and industrial loans,
will not be homogeneous across banks. Second, some long-term assets,
for example, mortgage loans, may have been acquired many years pre-
viously when interest rates were distinctly lower than in the sample period.
Third, some assets such as United States government bonds are recorded
at par rather than at market values. Others are likely to have been recorded
atl cost rather than market. In principle, the procedure requires that all
assets be recorded at market values. Finally, the arguments of the preceding
two chapters suggest that bank costs should be quite sensitive to the rate
of change of bank assets, not just asset proportions. This and other
questions about bank income flows are studied intensively in chapters 10
and 11, in part by examining estimated residuals of (4.4.2).

No intercept is included in (4.4.2) ; an intercept would imply the existence
of income that is linearly related to bank size, but not related to portfolio
composition. In principle, such income can flow from unobserved
subsidiary bank activities such as underwriting and trust fund manage-
ment. However, inclusion of an intercept makes the interpretation of
estimated interest rates somewhat ambiguous. On balance, it was decided
that the loss of information from suppressing intercepts was less serious
than the loss resulting from the ambiguity associated with their inclusion.
Intercepts were estimated for all regressions reported in chapter 10; when
significant, the relations are often reported both with and without
intercepts.

This discussion of the specification is incomplete in two important
respects. First, to what extent should balance sheet measures be dis-
aggregated when estimating coefficients of (4.4.2)7 This question will be
answered empirically by applying analysis of covariance techniques.
Demand deposits, loans, and United States government securities are
studied at different levels of aggregation in chapter 10.

Second, why should various income measures be linearly related to
bank assets and liabilities? Linearity should be expected if (1} a bank does
not influence the interest rates at which it borrows or lends by varying its
own portfolio rmix and (2) the percentage of a bank’s resources held as any
asset is not related to variations in interest rates across banking markets.
The random loan search argument of chapters 2 and 3 appears to be
inconsistent with the first of these conditions. A bank that insists upon
a fairly high loan threshold interest rate is likely to have a relatively
low percentage of its portfolio in loans. In a cross section of banks that
face similar markets with different threshold interest rates, an inverse
relation should be observed between the loan rate of interest and the
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percentage of a bank’s portfolio in loans. In these circumstances the
statistical cost accounting model will produce estimated loan interest
rates that are negatively biased.

On the other hand, most discussions of portfolio selection suggest that
the second of these two conditions will be violated ; banks are crudely
viewed as desiring to place high percentages of their portfolios in high net
return assets. If they are correct, then the statistical cost accounting
procedure would tend to produce estimated loan interest rates that are
positively biased. If assets are not gross substitutes, this bias need not be
positive,

Neither bias is likely to be very pronounced because competition, albeit
imperfect, will tend to prevent interest rate differentials from being very
important for long periods of time, Variations in bank portfolios are more
likely to reflect differences in portfolio preferences by individual banks
than variations in asset markets. It is believed that nonlinearities are of
negligible importance in chapter 10.22

22. We are indebted to William Brainard for comments about these nonlinearities.



CHAPTER 3

Data Resources, Sample Selection, and the Profile of a
Typical Observation

Empirical evaluation of the relationships hypothesized in preceding
chapters will be performed by studying large rectangular arrays of data
from individual bank balance sheets and income statements. To study the
effects of interest rates and other time-varying influences on portfolio
composition, it is necessary to have a large number of observations of
individual banks at each of a number of points in time.

Commercial and mutual savings bank data have been exhaustively
verified and cross checked for use in this monograph. The first section of
this chapter describes (a) available commercial bank data, {b) the criteria
and details of sample selection, and (c) the profile of a typical commercial
bank. The second section reports similar information about the mutual
savings bank sample.

1. CoOMMERCIAL BANKS

Large volumes of data about commercial banks are regularly tabulated
by the Board of Governors of the Federal Reserve System, individual
Federal Reserve Banks, the Comptroller of the Currency, the Federal
Deposit Insurance Corporation, the Securities and Exchange Commission,
and state banking commissioners in each of the states and territories
that charter banks. Apart from annual reports to stockholders and
required disclosure of some parts of call reports, these data are confidential
and not ordinarily available to investigators.

Of these agencies, the Board of Governors of the Federal Reserve
System and individual Federal Reserve Banks have the greatest interest in
collecting information necessary for studying the models specified in
earlier chapters. In 1964 the present writers, then at Yale University,
applied to the Board of Governors for permission to study confidential
individual bank data which are collected in (1) call reports, (2) year-end
income and dividends reports, and (3) Federal Reserve Bank daily reports
of deposits and currency and coin. The first two of these reports are
available to supervisory agencies, while the last is used by Federal Reserve
Banks to determine a commercial bank’s required reserves.

101
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The Board favorably responded to this request subject to the conditions
that (a) the data be used for no other purpose than the present study, (#) no
attempt be made to violate the confidentiality of these data, and {c) the
data be accepted in an intricately coded form designed to preserve their
confidentiality. Because of the large volume of data requested, it was
agreed that only data from the First Federal Reserve District (Boston)
would be made available. By the end of 1965 all data studied in this
monograph were in hand.

Coding of data created a large number of problems which were costly
in terms of research time and in loss of data. Considerable computer time
was required to convert coded data so that they might be used to study the
models described in chapter 4. For the reader to appreciate details of the
subsequent sample selection procedures, it is necessary to describe this
coding. All numbers, names, and locations that would identify an in-
dividual bank were replaced by a single three-digit bank identification
number. A bank’s number was assigned to all records pertaining to it,
All call report variables of a bank were deflated by the bank’s total assets
as shown on the call report. All income statemenl variables were deflated
by a bank’s total assets at year end. Finally, weekly averages of daily
deposit report variables were produced. These weekly deposit data were
then normalized so that all items took on a value of unity for the week
ending January 6, 1960. In all subsequent weeks only weekly percentage
changes for each item were provided. '

At a later date Pierce joined the staff of the Federal Reserve Board, and
he was able to use undisguised data. Unfortunately, by that date a small
number of banks had been discarded because the coding procedure
caused some information losses. Eventually, all calculations were per-
formed with uncoded data by Pierce.

a. Data resources

Subject to these conditions and conventions, all data concerning an
individual bank reported on the indicated reporting forms and available
on magnetic tape or cards for the period January 1960 through July 1964
were made available for this study. Thus, if a bank had been in existence
from January 6, 1960, through July 1, 1964, the data file contained informa-
tion from its

1. 16 call reports,'

1. The sixteen call report dates were March 15, 1960 June 15, 1960, October 3, 1560,
December 31, 1960; April 12, 1961 ; June 30, 1961 ; September 27, 1961 ; December 30, 1961 ;
March 26, 1962: June 30, 1962 ; Septcmber 28, 1962 : December 28, 1962 ; March 18, 1963 ;
June 29, 1963 ; December 20, 1963 ; and June 30, 1964.
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2. 235 weekly deposit reports, and
3. 4 year-end income and dividends reports.

Tables 5-1, 5-2, and 5-3, respectively, indicate variables on these reports
which are available. Some redundant accounting identity items have been
deleted, but no information about a bank’s current operations has been
lost in going from the basic data sources to the set of variables described in
the tables. Apart from minor changes noted in footnotes, all three report
forms were unchanged during the period studied. The three tables refer to
report forms as they actually appeared in the years 1962-64.

TABLE 5-1. CALL REPORT INFORMATION

. Cash, balances with other banks, and cash items

. United States government obligations, direct and guaranteed
. Obligations of states and political subdivisions

. Other bonds, notes, and debentures

. Corporate stocks

. Loans and discounts (net of reserves and other charge-offs)
. Bank premises owned

. Real estatc owned other than bank premises

. Investments and other assets

. Customers’ liability on acceptances outstanding
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. Other assets

. Total assets

. Demand deposits of individuals, partnerships, and corporations

. Time and savings deposits of individuals, parinerships, and corporations
. Deposits of United States government
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. Deposits of states and political subdivisions
. Deposits of banks

. Certified and officers’ checks, etc.

. Mortgages or other liens

. Rediscounts and other liabilities
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. Acceptances

. Other liabilities

. Total liabilities

24. Total capital accounts

25. Assets pledged or assigned

26. Securities not secured by United States government®
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Elaboration of Loan Portfolio
27. Real estate loans secured by farm land
28. Real estate loans secured by residential properties and insured by FHA or VA



29.
30.
3L
32
33.
34.
35

36.
37
38
39.
40.

41.
42
43,

Table 5-1 (continued)

Real estate loans secured by residential properties (conventional)
Real estate loans secured by nonfarm, nonresidential properties
Loans to domestic commercial and foreign banks

Loans to other financial institutions

Loans to brokers and dealers and other loans to financial agents
Farm loans guaranteed by CCC

Other loans to farmers

Commercial and industrial loans®

Consumer loans to purchase automobiles on installment

Consumer loans to purchase other retail consumer goods on installment
Consumer installment loans to repair and modernize residential property
Other installment consumer loans

Single-payment consumer loans
All other loans {including overdrafis)®
Loss reserve for bad debts, unallocated charge-offs, and other valuation reserves

Elaboration of Security Portfolio

44,
45.
46.
47.
48.

49,
50.
51.
52,
53

Treasury bills

Treasury certificates of indebtedness

Tteasury notes maturing within 1 year®
Treasury notes maturing after | year?

United States government nonmarketable bonds

Other United States government bonds maturing within 1 year®

Other United States government bonds maturing after 1 but within S years’
Other United States government bonds maturing after 5 but within 10 years®
Other United States government bonds maturing after 10 years"

Securities guaranteed by United States government!

Elaboration of Cash Portfolio

54,
35.
56.
57
58.
59.

Cash items in process of collection

Demand balances with banks in the United States
Other balances with banks in the United States
Baiances with banks in foreign countries
Currency and coin

Reserves with Federal Reserve Bank

Elaboration of Demand Deposits

60.
61.
62.
63.
64.
65.

Deposits of individuals, partnerships, and corporations
Deposits of foreign governments and official institutions
Deposits of United States government

Deposits of states and political subdivisions

Deposits of banks in United States

Deposits of banks in foreign countries



Table 5-1 {continued)

Elaboration of Time and Savings Deposits

66, Savings deposits

67. Deposits accumulated for payment of persenal loans

68. Other time deposits of individuals, partnerships, and corporations

69. Deposits of foreign governments and official institutions

70. Deposits of United States government, states and political subdivisions, banks
in the United States, and banks in foreign countries

Note: All data were collected from call reports submitted by First Federal Reserve
District member banks.

* Not shown on 1960 call reports.

? 1960 data not strictly comparable with other years.

< On 1960 call reports, shown as total Treasury notes (no breakdown availabie and
not strictly comparable with other years).

4{a) On 1960 call reports, not shown. (b) On April-September 1961 call reports,
shown as total Treasury notes (not strictly comparable with other dates).

¢ On 1960 call reports, shown as other Uniled States government bonds maturing
within 5 years (no breakdown available and not strictly comparable with later dates).

" On 1960 call reports, shown as other United States government bonds maturing
within 5-10 years.

8 On 1960 call reports, shown as other United States government bonds maturing
within 10-20 years (not strictly comparable with later dates).

® On 1960 call reports, shown as other United States government bonds maturing
after 20 vears (not strictly comparable with later dates).

! On 1960 call reports, shown as FHA debentures (not strictly comparable with later
dates).

TABLE 5-2, WEEKLY DEPOSIT INFORMATION

. Demand deposits due to banks

. United States government demand deposits
. Other demand deposits

. Cash items in process of collection

. Demand balances due from banks

. Net demand deposits (1 + 2+ 3 — 4 — 5)
. Time and savings deposits

. Currency and coin

o -1 @noh B e

NotE: All data were collected from reports of
deposits and currency and coin submitted by First
Federal Reserve District member banks.



TABLE 5-3, INCOME STATEMENT INFORMATION

Operating Income and Expenses

[=R= Rt B R R S

10.

11.
12.
13.
14,

Interest and dividends on United States government obligations

. Interest and dividends on other securities

. Interest and discount on loans

. Service charges and other fees on bank loans
. Service charges on deposit accounts

. Other service charges, commissions, fees, and collection and exchange charges

. Trust deparument and other current operating revenue

. Total current operating revenuc

. Officers’ salaries ; employees’ salaries and wages ; pension, hospitalization, social

security taxes, group insurance payments, and other employee benefits: fees
paid to directors and members of executive, discount, and other committees®
Interest on time and savings deposits

Interest and discount on borrowed meney
Net occupancy expense of bank premises®
Miscellaneous other operating expenses
Net current operating earnings

Recoveries, Transfers from Valuation Reserves, and Profits

15.
16.
17.
18.
15.

20.

Profits on securities sold or redeemed

Recoveries (securities)®

Transfers from valuation reserves (securities)?

Recoveries (loans)*

Transfers from valuation reserves (loans)®

Total recoveries, transfers from valuation reserves, and profits

' - .
Losses, Charge-offs, and Transfers to Valuation Reserves

21.
22,
23.
24.
25.
26.

Losses on securities sold®

Charge-offs on securities not sold?

Transfers to valuation reserves (securities)?

Charge-offs (toansy

Transfers Lo valuation rescrves (loans)’

Total losses, charge-offs, and transfers to valuation reserves

Profits, Dividends, and Net Income

27.
28.
29,
30.
3L

Net income before related taxes’
Taxes on net income

Net income after taxes

Total dividends declared

Net income after dividends -

NoTte: All data were collected from income statements submitted by First Federal
Reserve District member banks.
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Table 5-3 (continued)

* Officer and employee benefits not included in the 1960 total (not comparable with
later dates).

" On 1960 report, shown as taxes on other than net income plus recurring depreciation
(not comparable with later dates).

©On 1960 report, shown as recoveries plus transfers from valuation reserves (not .
comparable with later dates).
4.On 1960 report, not reported separately.

*On 1960 report, shown as total losses and charge-offs (not comparable with later
dates),
* On 1960 report, shown as profits before tax.

b. Sample selection

In selecting the sample of banks to be studied, an overriding considera-
tion was economy in merging the vast volume of data available for an
individual bank. This consideration led to deletion of banks from the
study whenever they failed to satisfy certain important criteria, Thus, if a
bank was invoived in a merger in 1961, it was excluded even though its
1962 call reports and income statements were complete and capable of
being studied in the rate-of-return analysis of chapter 10. If a merger
occurred in 1962 or 1963, the bank was not eliminated from the sampic
until the date of the merger.

Because of the convention in coding deposit report data, it was not
possible to admit banks to the sample which were not in existence on
January 6, 1960. Consequently, 25 banks that joined the Federal Reserve
System or acquired new names or FDIC identification numbers because
of mergers during the sample period were excluded from consideration.
Of the remaining 271 banks, 70 were excluded from the analysis because
they failed one or more of the following important tests:

i. Deposit criterion: Twenty-four banks were excluded because during
the first one hundred weeks of the period they reported that they either
had no demand deposits on some date or that they, at one point, lost all
of their time deposits and then subsequently received some. If a bank had
no demand deposits, it lacked essential characieristics assumed in earlier
chapters and was excluded for this reason. A bank was rejected for the
time deposit failure because, given the form of deposit report data, it was
impossible to reconstruct its deposit history.

fi. Merger criterion: Twenty-eight banks were excluded because
during the first one hundred weeks of the period they were involved in a
merger or conversion. Of these, seventeen were absorbed into other
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banks and thus vanished, One bank left the Federal Reserve System and
therefore no longer reported deposit information. The remaining ten
banks were deleted because it was impossible to reconstruct their deposit
history {from available data, and their behavior would have been atypical
in terms of the models previously specified.

iii. Lost-bank criterion: Five banks were lost through tape errors or
format errors on basic data cards which were not detected until they were
irretrievable. Errors were encountered while processing in excess of 60,000
deposit report punch cards. Because of the confidentiality conditions and
associated incomplete documentation, it is possible that a few more banks

were lost. As nearly as can be reconstructed, however, only five banks
were lost,

iv. Continuity criterion; Thirteen banks were rejected because of their
extremely erratic demand deposit patterns which suggested the possibility
of an overlooked merger. Banks that experienced a demand deposit
change of 25 percent or more in one week, which was not offset at least
once in the subsequent thirteen weeks, were interpreted to be described
by a process different from that suggested in chapters 2 through 4.2 Of the
thirteen banks, five were eventually found to be involved in mergers.
Deposit reports for banks disappearing in mergers rather peculiarly
continued to be tabulated for a number of weeks after the merger took
place. Because it was not possible to identify individual banks, the reasons
for the aberrant behavior of the other eight banks could not be ascertained.

The remaining 201 banks were studied through part or ail of the four-
and-a-half-year span in chapters 8 and 10. A bank was studied through all
of the period or until a date when it failed either the deposit or merger
criterion.

In chapters 6, 9, and 11 a reduced sample of 184 banks was studied. The
additional 17 banks were deleted for three reasons. First, 13 banks were
excluded because of a disturbing logical discrepancy encountered when
merging call report and deposit report files. These banks reported positive
time, United States government, or other bank deposits on a call report,
but zero corresponding deposits when their daily deposit reports were

2. Specifically, if a bank’s average weekly demand deposits changed by more than 25
percent between two consecutive weeks, it was flagged. For flagged banks, a pseudo-deposit
series was generated by taking the level of deposits immediately prior to the shock and adding
the average weekly deposit change of the same bank observed dering 1960 in each successive
week until the difference between the actual and pseudo series was less than 25 percent.
Flagged banks were discarded if such pseudo series were longer than twelve weeks.
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averaged for the week in which the call report was made. This logical
inconsistency raised a serious question about the reliability of deposit
reporis from these banks, and it seecmed prudent to exclude them from
portfolio composition studies.?

Second, three banks were excluded from portfolio composition studies
because of a more stringent application of the “continuity criterion” than
had been previously employed.* Specifically, the continuity criterion was
extended to time deposits, and the maximum allowable time period of an
aberrant deposit history (week-to-week change of 25 percent or more in
time or demand deposits) was shortened to eight weeks.® The three
omitted banks frequently experienced very sizable shocks in their deposits
and were rejected on the grounds that such patterns were too extreme
for the models under study. Twelve other banks had a small number of
instances in which their deposit histories failed this more stringent apphi-
cation of the continuity criterion. Some, but not all, of their observations
were deleted from the analysis of chapters 6,9, and 11 for the same reason.
A total of fifty call report bank observations of these twelve banks were
excluded. Finally, one bank had to be dropped because of a computer
hardware error that would have been prohibitively expensive to recoup.

Sample banks have balance sheet and income statements that satisfy
principal accounting identities to a tolerance of 0.05 percent of a bank’s
total assets and gross income, respectively,

c. Profile of a typical commercial bank

The median size of a commercial bank in the United States in 1960 and
in the sample studied is exceedingly small, certainly less than $10 million
in total deposits (see table 5-4}. Banks in the sample vary in size from less
than 82 million to over $1 billion in total deposits. In the First Federal
Reserve District branch banking is common, and large banks have
extensive systems.

3. The fact that other banks did not fail this logical test does not, of course, imply that their
deposit reports are free from error. In the absence of conflicting evidence, it is assumed that
information used to compute required reserves is free from error.

4. Results analogous to those in chapter 6 without this second adjustment have been
reported elsewhere. See Hester and Pierce [1968].

5. The application of the continuity criterion differed slightly from the previous application
in one further respect. Previously a bank’s deposit history was examined, in toto, from
January 6, 1960, through July 1, 1964. In the second application a bank’s deposit history was
assumed {o commence one year before each call report studied and run until that call report.
This change in origin is unlikely to have affected the results meaningfully.
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TABLE 5-4. S1ZE DISTRIBUTIONS OF SAMPLES OF BANKS

Sample
Bank Size* Total . Basic Reduced
(number of banks)

0-2 32 15 12
25 77 61 35
510 70 58 55
10-25 46 38 35
25-50 19 15 13
50-100 1 6 6
100-300 6 4 4
over 300 6 4 4
Total 267 201 184

2 Bank size refers to the amount of deposits {in millions of doilars) that
a bank held on January 6, 1960.

v Of the 5 banks discarded because of the lost-bank criterion, it was not
possible to determine size classifications for 4 banks, therefore, only
267 banks appear in the total sample.

Portfolios and earning ratios were reasonably stationary over the period
studied. To provide some perspective about the banks studied, table 5-5
shows mean values of selected balance sheet variables pooled over the
years 1961-63, The table has been obtained from call report data: all
variables are divided by a bank’s total assets. Numbers at the right
indicate how these variables were constructed from the report described
in table 53-1.

Percentages in table 5-5 do not differ markedly from corresponding
figures for all member banks computed from aggregative data [Federal
Reserve Bulletin, June 1962, pp. 715-19]. For example, for all member
banks cash assets were 18.76 percent of total assets at the end of June
1961. Similar averages for commercial and industrial loans, real estate
loans, consumer loans (loans to individuals), and state and local securities
were 18.24 percent, 10.84 percent, 10.52 percent, and 7.14 percent, re-
spectively. Demand deposits were 52.24 percent of total assets, and time
deposits were 30.30 percent for member banks on the same date.
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TABLE 5-5. PROFILE OF THE MEAN BANK PORTFOLIO IN THE REDUCED SAMPLE

Percentage of Item Number(s)

Portfolio Item Total Assets in Table 5-f
Assets
Cash, balances with other banks, and
cash items 16.44 1
Obligations of states and political
subdivisions 6.77 3
Real estate loans (mortgage loans) 13.97 27, 28,29, 30
Financial loans 145 31, 32
Commercial and industrial loans 14.91 36
Consumer loans 16.47 37,38, 39, 40,
41
United States government obligations
{1-year maturity or less) 8.26 44, 45, 46, 49
United States government obligations
(1-5-yeur maturities) 2992 47, 50
United States government obligations
(more than 5-year maturities) 5.42 51, 52
All other assets 6.39 residual
Total 100.00
Liabilitics and capital
Demand deposits 58.14 60, 61, 62, 63,
64, 65
Time and savings deposits 2807 66, 67, 68, 69,
70
All other liabilities plus capital accounts 1379 residual
Total 100.00

Earnings measured as a percentage of year-end total assets for sample
banks were also very similar to corresponding national aggregates. Mean
percentages of net operating income and profits before and after taxes to
total assets were 1.30 percent, 1.17 percent, and 0.74 percent, respectively,
for the basic sample over the years 1960-63, All member banks in 1961
had aggregative net operating income and profits belore and after taxes
as a percentage of year-end aggregative total assets equal to 1.34 percent,
.26 percent, and 0.73 percent [Federal Reserve Bulletin, May 1962,
pp. 523, 597).



112 Bank Management and Portfolio Behavior
2. MUTUAL SAVING BANKS

a. Data resources

In the fall of 1964 the authors obtained permission from the National
Association of Mutual Savings Banks to study monthly balance sheet and
related variables of individual mutual savings banks over the years
1959-63. As in the case of the commercial bank sample, these data were
made available on the condition that they be treated as confidential and
_ used only for this and closely related studies by the authors. Information
about banks was keypunched dircctly from worksheets in the files of the
Association. Table 5-6 reports a list of variables that were made available.

TABLE 5-6. BALANCE SHEET INFORMATION: MUTUAL SAVINGS BANKS

. Cash and bank deposits
. United States government securities
. State and local securities
. Other securities
. Mortgage loans
. Other loans
. Other assets
. Total assets
9. Regular savings deposits
10. Industrial and club deposits
I1. School savings and other deposits
12. Other liabilities
13. Surplus and undistributed net income
14. Number of regular savings deposit accounts
15. Number of industrial and club deposit accounts
16. Number of school savings and other accounts
17. Regular savings deposits received during month (including dividends paid)
18. Regular savings deposits withdrawn during month

e )

00 ~1 & L B

Note: All information was collected monthly from individual mutual savings banks
and refers to end-of-month condition.

Mutual savings bank balance sheets were tabulated much more
frequently than were those for commercial banks, but they are much less
detailed. The highly aggregative nature of the measures of mortgage loans
and the various types of securities in savings bank portfolios is particularly
unfortunate for the purposes of the present study. Insured and conventional
mortgage loans are not distinguished, yet they differ in two very important
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respects. First, the former, but not the latter, were serviced by a secondary
market and consequently had relatively low transactions costs. Second,
state regulations differ significantly in the freedom that they allow savings
banks in acquiring conventional and mnsured mortgage loans. Aggregative
data on security holdings are likely to conceal many of the trade-offs which
were predicted by the theory described earlier.

Although savings bank balance sheets are more frequently tabulated,
no weekly series on deposits comparable to commercial bank deposit
reports is available. Consequently, hypotheses about the relation between
deposit shocks and very reversible assets such as cash and United States
government securities can be tested only with low precision ; the tests will
have low power. Nevertheless, the data studied below appeared to be the
best information available on a noncommercial bank intermediary. They
represent a rich resource for studying the models of this monograph.

b. Sample selection

Over three hundred savings banks (out of a population of slightly more
than five hundred) regularly reported their balance sheets to the National
Association. Large banks apparently are more likely to report to the
National Association than are small banks and, therefore, are over-
represented in the sample. No attempt was made to compensate for this
distortion.

As noted in chapter 2, savings banks are regulated primarily by state
banking commissioners. Banks in different states must operate under quite
different sets of restrictions. To avoid the misspecification and inefficient
estimation mentioned in chapter 4, separate structures were estimated for
savings banks in different states, During the sampling period, savings
bank charters were available in eighteen states; however, only Massa-
chusetts, New York, and Connecticut had populations of fifty or more
savings banks. Therefore, sampling was confined to banks in these three
states.

On June 30, 1963, there were 181 savings banks in Massachusetts, 127
in New York, and 71 in Connecticut. The files of the National Association
contained information about 251 of these banks during the period
studied ; 115 were in Massachusetts, 98 were in New York, and 38 were in
Connecticut. Of the 98 New York State banks, 45 were located in New York
City. Because of their location, because of the method of estimation used
in chapter 7, and because banks in New York City were very much larger
than other savings banks, it seemed advisable to study New York City
and other New York State banks separately.
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From this group of banks a sample of 201 savings banks was selected.
The reasons for dropping banks were (1) irregular reporting or disappear-
ance of bank data owing to mergers sometime in the sixty-month period,
(2} irreconcilable errors in the underlying worksheets, (3) coding or data
processing errors that were deemed too expensive to correct when
detected, and (4} excessive shocks due (o a bank’s being a continuing bank
after a merger.® Table 5-7 reports a summary of the cditing results for
gach of the subsamples of mutual savings banks.

TABLE 3-7. SUMMARY OF RESULTS FROM EDITING MUTUAL SAVINGS
BANK SUBSAMPLES

New York New York

Connecticut Massachusetts City State
Sampling universe of
251 banks 38 115 46 52
Banks removed
because of
1. irregular or in-
complete records 4 15 5 5
2. irreconcilable errors
on worksheets 2 4 1 4
3. 100 expensive 10
correct ¢ 4 0 2
4. confinuing bank
after merger 0 3 | 0
Sample of 201 banks 32 89 39 a1

Data from all banks remaining in the sample have passed relatively
stringent consistency checks that derive from balance sheet identities.
Thus, in no month does any bank have an absolute deviation between
total assets and the sum of the seven reported individual assets that
exceeds 0.25 percent of total assets. Considerably less than 1 percent
of bank month observations have discrepancies between these two

6. Of the banks that were dropped because of errors too expensive to correct, four banks
on the Massachuseits worksheets had various items in their balance sheets interchanged
among the banks. To correct this error would have required about {en major computer
reruns, and it was decided that both time and financial resources could be better expended
on other aspects of the study. Also, very late in the project a computer programming error
was detected which caused two New York State banks at the end of a tape to be skipped.
To correct for this error would have required that almost all computer runs for this sample
be redone.
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measures of total assets that exceed rounding error tolerances when all
data are measured in thousands of dollars. No bank has liabilities plus
surplus exceeding total assets by an amount larger than can be accounted
for by rounding errors. The data for all remaining banks have passed a
visual scanning test for evidence of unreported mergers.

¢. Profiles of typical mutual savings banks

Savings banks in the states from which the sample was drawn had
approximately 80 percent of the assets of the mutual savings bank industry.
Therefore, apart from the likely oversampling of large banks mentioned
previously, the portfolio of a sample bank is likely to resemble the mean
savings bank portfolio in the United States closely.

TABLE 5-8. PROFILES OF MEAN MUTUAL SAvINGS BANKS IN SUBSAMPLES
ON JanuarY 31, 1959, aNp DECEMBER 31, 1963
(in thousands of dollars)

Balance Sheet ftem Conn. Mass. N.Y.C. N.Y.S.

January 1959
Cash and bank deposits 1,130 693 7,641 2,216
United States government securities 13,214 13,001 62,120 14,435
State and local securities 723 430 7.163 2452
Other securities 9,432 4,575 43829 7.387
Mortgage loans 32337 23,549 260,320 36,615
Other loans 516 400 986 367
Other assets 667 396 5,561 1,366
Tota) assets 58,019 43045 387621 84,338

December 1963
Cash and bank deposits 1,395 807 8,332 2,510
United States government securities 7.945 13,730 42,359 10,382
State and local securities 360 252 3497 1,377
Other securities 11,780 31,760 44.677 8,749
Mortgage loans 56,593 38146 373,001 86,414
Other ioans 1,303 888 5072 1,068
Other assets 754 651 8,648 2,098
Total assets 80,130 58234 485,586 112,598

Mutual savings bank liabilities and capital accounts exhibit compara-
tively litele relative variation over time and across banks: as a first
approximation, a savings bank has regular savings deposits equal to
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90 percent, miscellaneous other deposits and liabilities equal to 2 percent,
and reserves and surplus equal to 8 percent of total assets [National
Association of Mutual Savings Banks, National Fact Book, 1965, p. 15].
During the period studied, surplus and reserves were about 11 percent of
deposits in Massachusetts, about 10 percent in Connecticut, and about
9.5 percent in New York.

Table 3-8 shows mean subsample savings bank holdings of different
assets at the beginning and end of the period studied in this monograph.
Perhaps the most remarkable features of this table are the relatively
rapid growth of the mean savings banks and the shifts within savings
bank portfolios, with the exception of Massachusetts banks, away from
United States government securities and into mortgage loans. It is odd that
savings banks are observed to hold tax-exempt state and local securities
because for the most part the banks were not subject to income taxes
during the period studied.

There appear to be sizable differences in mean portfolios among the
subsamples; Massachusetts banks differ considerably from banks in the
remaining groups. Also, 1n 1962 about 56 percent of the value of mortgages
held by Connecticut and Masschusetts savings banks were conventional
and thus lacking a secondary market. Only 36 percent of New York
banks’ mortgages were conventional [National Association of Mutual
Savings Banks, Facts and Figures, 1963, p. 19). Thus, partitioning of the
data file into subsamples seems desirable.



CHAPTER 6

Estimates for the Input-Output Model from a Sample of
Commercial Banks

This chapter reports least-squares estimates of the parameters of the input-
output model for commercial banks. The underlying statistical model was
described in chapter 4, and the sample of 184 banks was described in
chapter 5. The first section presents estimates of the model’s structure for a
set of aggregated bank asset measures.! Section 2 reports some further
results for this model and section 3 contains an analysis of bank assets at
more disaggregated levels. Section 4 provides an analysis of the residuals
of the model and studies its ability to predict beyond the sample period.
The final section summarizes the principal conclusions from this chapter.

I. PRELIMINARY TESTS AND AN INPUT-OUTPUT MODEL
FOR ASSET AGGREGATES

The discussion in preceding chapters suggests three basic questions
to be asked of the input-output formulation: (1) Do estimates of the lag
structure describing the relationship between deposit histories and current
portfolio composition agree with theoretical predictions? (2) Are the
lag structures and steady-state asset proportions for demand deposits and
savings and time deposits different? (3) Are the lag structures intertempo-
rally stationary?

The estimates of the structure of the input-output model presented
below were obtained from 1,843 bank call report observations available
for the 1961-63 period. The call report data for June 1964 have been
excluded in order to permit a test of the predictive ability of the model.

As indicated in chapter 4, all variables are measured about individual
bank means. When bank effects were not removed, the model yielded
plausible results, which are reported in the appendix to this chapter. An
analysis of variance revealed that bank means differed significantly in all
regressions.

The resuits from the regression analysis of bank asset aggregates are
reported in tables 6-1, 6-2, and 6-3. Columns of these tables must be read

1. Parts of section | are taken from an carlicr paper by the authors, cf. Hester and Pierce
[1968].

17
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together because coefficients in each column come from the same regres-
sion: each asset is regressed on the same set of forty-five independent
variables. As explained in chapter 4, in tables 6-1 and 6-2 the first three
coefficients refer to recent weekly deposit changes, the next one 1o a two-
week change, the next eleven to four-week changes, and the last coefficient
concerns deposit levels at the mean bank about fifty weeks prior to a call
report.2 The notation of chapter 4 has been changed somewhat to facilitate
reading of the tables.

Standard errors are reported below each coefficient. No standard errors
or F values are reported for “other assets” because these coefficients were
obtained from an identity or, equivalently, by summing a number of
regression coefficients of some minor bank assets.> For convenience of
exposition, any loan secured by real estate is called a mortgage loan.

It is convenient to discuss these results in terms of the threc questions
posed at the beginning of the section. First, the lag structure in general
does conform to a priori expectations. Deposit flows initially are allocated
to liquid assets and gradually are reallocated to less liquid, higher earning
forms.

Second, the pattern of coefficients for time deposit flows is different from
the pattern for demand deposit flows. An analysis of covariance indicates
that when demand and titme deposits are summed to form a deposit
history for total deposits, the lag structure for demand deposits is signifi-
cantly different at the 5 percent level from the lag structure for fime deposits
in the regressions for cash assets, consumer loans, and mortgage loans.*
Further, the long-run coefficient on the level of demand deposits, d,,_ 5,
is different from the coefficient on time deposits {or scveral assets: in
general these differences are in the expected direction. At the 5 percent
level of significance, the long-run demand deposit coefficient is larger
than the time deposit coefficient for cash assets and for consumer loans.
The two coefficients are not significantly different from each other in the
regressions for state and local securities, commercial and industrial loans,
and short- and intermediate-term government securities. The time deposit
coefficient is significantly larger than the demand deposit coefficient

2. An informal test of the hypothesis that four consecutive weeks of deposit changes have
a common slope was performed by estimating additional weekly change coefficients. The
resttlts confirmed the expectation that only the most recent periods need be studied as weekly
changes.

3. Separate coefficients were estimated for loans to financial institutions, for government
securities maturing in more than five years and for the residual, all other assets. In general,
estimating separate coefficients for these components did not provide interesting results so
the coefficients were pooled to give the “other asset’" coefficients described in the text.

4. Sec section 2 for details of tests of the lag structure.



TaBLE 6-]1. INPUT-QUTPUT MODEL FOR ASSET AGGREGATES:
DeEMAND DgpPOSIT COEFFICIENTS

State Comm.
and  Mort- and Con-
Cash  Local  gage  Indust. sumer Shorts I-5s  Other

d., 507 032 035 .048%  (47F 263 - 053 A21
(028 (0200 (012 (022) (0200 (043) (035
d,._, 305 012 .033*  112* 072% 313* 095 0356

(039)  (021) (014) (025 (022) (048) (.039)

d,, 302 007 .039%  .106%  0OSTF 263*  .122% 104
(032) (022} {(014) (026) (023) (050}  (040)

dom 378% 022 .027%  .085%  064*  .288%  (089* 047
(027)  (O19)  (012)  (022) (019} (043} (034

L, 287 034 017 .125%  076*  345% 029 087
(024)  (017)  (011) (0200 (017) (038) (031)

d_, 237 004 044%  094*  080*  343*  O72* 126
(026)  (018) (011) (0200 (018) (040) (032)

a..  202¢ 039*  03*  1S1* 076*  342F 137 019
(027)  (619)  (012)  {021) (019) (041) (034}

d._, .245% —003  029%  097%  .097%  348%  078*  .109
(025 (018) (011) (020) (018) (039) (032)

d._. .225% —001  .061*  .125%  .123*  308* 056 103
(025 (017)  (O11) {0200 (O017) (038) (03D

d, , 247T%  0ST*  049%  150*  118*  17T*  177% 025

(028)  (019) (012) (022) (019} (043) (034) -

d,.s 257 024 051 137 125%  L1S0%  102*  .154
(028)  (019) (012) (022) (020) (043)  (035)

“d,_.  265% 042 060%  .129%  140*  237% 032 095
(026) (018) (012) (020) (O18) (041) (33

do_io  259% 004 078% 329 IS7T* 105*  131* 137
(028) (019} (012) (0221 (019) (043) (035

d,,, 290% 099*  055%  .134*  185* 004  .136*  .10S
(029)  (020) (013) (023) (020) (045)  (.036)

d,_,, 298 001  069%  141*  179* 003  .127% 092
(029) (0200 (O13) (023) (0200 (044)  (036)

d, ,y .267% 067* 087*  .149*  201*  .048*  .104* 077
(014)  (009) (006 (O11) {(O10) (02D (017)

NoTE: See last row in table 6-3 for sources of dependent variables. In this and subse-
quent tables in this chapter, an asterisk indicates that a coefficient differs significantly
from zero at the 5 percent level in a two-tailed test.



TaBLE 6-2. INPUT-OUTPUT MODEL FOR ASSET AGGREGATES:
TiME DEerosiT COEFFICIENTS

State Comm.
and Mort- and Con-

Cash  Local  gage Indust. sumer Shorts I-3s  Other

5, 219 200 062 123 048 A47% — 093 090
(134) (093} (059 (107) (094) {207} (168)

§rsy 082 212¢ —.020 124 119 A27% 052 013
(129) (089} (056} (103) (090) (199 (161}

§o-2 103 —.078 095 140 217* 27 062 150
(129)  (090)  (.057) (104} (091) (2000 {.162)

Som 279 — 070 .055 142 126 287 092 089
(117)  (081) (051) (093) (082) (.180) (.146)

Sm-2 .04] 085 A13% 120 127 246 038 230
(097)  (068) (043) (078) (.068) (151} (122)

§u_3 —.066 JAB8* 037 282% - 025 .073 317 194
(114 (0719  (030) (091) (080) (177) (143)

Spoq —.122 086 20 152 149 732% — 183 066
(1143 (07%)  (030) (091) (080) (176)  (.143)

Sm—s 0353 36 148 113 .104 302 — 032 176
(096) (067) (042) (0DTT) (D68) (149}  (.121)

5.6 —.044 021 Q62 2100 124 110 183 234
{099) (069) (.044) (079 {070y (154 (124}

S v 103 .014 5T 245% 033 067 199 248
(122)  {083) (054) (098) (086) (190) (.153)

S5m-s 005 097 253 31 063 245 — 01t 413
104y (073) (046) (084 (074) (162) (I131)

§u_o —.072 133 A51% —021 d90% 151 062 406
(-115)  (080) (051) (092) (0Bi1) (178) (144)

Sm—10 —-070 117 282% 230 201% 104 099 037
(.120)  (083) (053) {096) (084y (185 (150

Su_y, —-010 d11 254 105 —.065 159 057 389
110y (076) (048)  (088) (07T) (170)  {E37)

Sa_ya —221% 094 271%  145%  196* 125 031 359
(.088)  (061) (039 (O71Y (062) (136) (.110)

Sm-13 —.134%  0T71* 0 201*  j40%  102¢  117*  080% 333
{028) (0200 (.012) (023) (020) (044) (.035)




TaBLE 6-3. INPUT-OUTPUT MODEL FOR ASSET AGGREGATES:
OTHER COEFFICIENTS

State Comm.
and Mort- and Con-
Cash  Local  gage  Indust. sumer Shorts 1-5s Other

Call Report Dummy Variables

4-12-61  .014* —.005* —.009* —.004* —.017% 020+ .007 006
(.003) (002) (001) (003) (002) (005 {004)

6-30-61  009* 001 —.008* 001 -—.011%  013* 006 — 011
(003} (.002) . (001) (003) (.002) (.005) (004)

9-27-61 .014* 003 -—.008* —003 —.014* 014 006 —-.012

(003} (002) (001) (003) (002) (O05) (004)
12-30-61  .032* —009* —.006* —.003 -—0t6* 007 016 021
(-003)  (002) {001) (002) (.002) (004) (003}

3-26-62  .014* -.003 —.007* 002 —013* 017 006 —.016
(.003) (002) (001) (002) (002} (.005)  (.004)

6-30-62 010* 003 —.006* 004 —007%  013* —.000 -017
(003 (002) (001) (003) (602} (005  (.004)

9.28-62 010 005 —.006* —.001 —.010* 015 —.006 —.007
(003) (002) (001) (003) (.Q02) (005 (004

12-28-62 .023* 008 —.005* -.004 012* 005 002 -~.001
(003) (002) (.001) (002) (002) (O04) (.004)

3-18-63  021* —.003 —.006* 001 013 005 —.002 —.003
(003) (002) (001) (003 (002) (005) (004

6-29-63 007 004 —.004* 004 —.005% —.002 002 — 006
(003) {0602y (001) (002) (002} (005) {004)

Overflow

De- - 008 —.006 002 —.0601  -.003 021 —.006 005

mand {007y  (005) (003) (006) (005) (011) (.009)

Time —.006 —.005 027 —.009 012 028 —014 —-.033
(010) (007) (004) (008) (007) (OI5) (012

Capital
I 228% 078 114> J68*  229% 058 086% 038

(030 (021  (013) 024y (.021) (047 (038)
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Table 6-3 (continued)

State Comm.
and Mort- and Con-
Cash  Local  gage Indust. sumer Shorts [-5s Other

: Summary Statistics
R? 254 146 255 050 182 191 149 NA

S, 023 2016 010 018 olé 035 029 N.A.

F 13.770*  6.898* 13.793* 2143* 0015% 9.509% 7065% NA.
Mean 164 068 140 149 165 083 .099 132
Item 1 3 27,28, 36 37,38, 44,45 47,50 Residual
Num- 29,30 30,40, 46,49

ber(s) 4

in Table

5-1

NoTE: The number of ebservations in cach regression is 1,843.

for mortgage loans. These results suggest that the composition and history
of deposits are important determinants of portfolio structure. Both dy-
namic adjustments and long-run responses (o demand and time deposit
inflows are different for several assets.’

Third, the lag structures are intertemporally stationary. An analysis
of covariance indicated that, with the exception of mortgage loans, the
structures of regressions estimated for each call report did not differ
significantly from one another at the 5 percent level. On a call report by
call report basis, the structures of the mortgage loan equation did not
differ significantly at the 1 percent level. Thus, the effects of variations in
interest rates and other excluded variables were approximated by a
shifting intercept in the pooled regressions ; these intercepts will be dis-
cussed later.

A more detailed analysis of the results follows:

(1) The percentage of demand deposits reaching the mean bank at
different dates held as cash assets exhibits the expected pattern. Estimated
marginal cash asset “‘reserves” apainst demand deposits are about
27 percent in the long run. The percentage of time deposits reaching this
bank on different dates held as cash assets is erratic, as expected, but in the
long run appears quite unexpectedly to be negative. The estimated
marginal negative reserves of cash assets held against time deposits are

5. See chapter 8 for evidence on deposit predictability.
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13.4 percent.® A surprising feature of these results is the wide difference
of 40 percentage points between the long-run coefficients for demand
and time deposits.

Part of this difference in long-run cash asset holdings for demand and
time deposits results from the inclusion of cash items in process of col-
lection and balances due from domestic banks in the definition of cash
assets. Section 3 reports results where these items are subtracted from cash
assets to form the legal reserve figures of balances at reserve banks plus
vaull cash. The estimated long-run coefficients for legal reserves for gross
demand, and time deposits are .106 and —.053 respectively.” As reported
in the appendix to this chapter, when bank effects are not removed, the
estimated legal requirement for gross demand deposits is .091 and that
for time deposits is .034.® There are two promising interpretations for
the low estimated marginal and average reserve holdings against time
deposits. These involve the existence of a size aggregation effect and/or
aliquidity effect. The size aggregation effect is a consequence of two factors:
{a) Small banks have distinctly less predictable demand deposits than
large banks.® In an important way demand deposits at small banks are
different kinds of liabilitics than demand deposits at large banks; to treat
them as the same kind of liability for banks of all sizes introduces an error
in variable. (b) Small banks in the sample have larger percentages of
their deposits as time deposits than do large banks. Because of the
eoincidence of high demand deposit insiability and the high percentage
of time deposits at small banks, time deposits “proxy” for this error in
the variable, and coefficients are biased in the observed direction. If correct,
this interpretation may partly account for the inability of Goldfeld [1966)]
and investigators working on the FRB-MIT aggregative model [de Leeuw
and Gramlich, 1968] to explain the distribution of deposits and assets
among reserve city banks, country banks, and nonmember banks.

6. The use of the term marginal should be stressed. As indicated in the appendix to this
chapter, when bank effects were not removed, cash asset holdings against time deposits
were in excess of 4 percent.

7. Due to differing deposit bases, the “'desired reserve requircment™ for demand deposits
estimalted in this study is not strictly comparable with the Federal Reserve’s required reserve
ratio. The Federal Reserve’s net demand deposit measure is obtained by deducting cash items
in process of collection and balances due from domestic banks from the gross demand deposit
measure used in this study. The time deposil measure is the same as the one used by the
Federal Reserve to calculate required reserves against time deposits. Holdings of legal reserves
for reserve requirement purposes were computed by the Federal Reserve on a weekly average
basis for reserve city banks and a biweekly average basis for country banks.

8. The legal requirement on time deposits was 5 percent until November 1, 1962, when it
changed to 4 percent. The estimated time deposit coefficient is not significantly different from
4 percent.

9. This result is reported in chapter &.
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The second interpretation rests on the fact that bank assets, whether
financed by demand or time deposits, yield a sizable, predictable cash
flow. It is quite possible that the cash flow from assets financed by new time
deposits is sufficient to permit a bank to reduce its marginal cash holdings
without increasing its “liquidity risk " exposure. If correct, this interpreta-
tion suggests that excess reserves are an inadequate measure of bank
liquidity protection; gross cash flow variables must be incorporated in
models of bank behavior. Further research on this result is clearly impor-
tant.

(2) The percentage of a bank’s assets invested in state and local securities,
intermediate-maturity securities (1-5-year United States government
obligations), and other residual assets was not very regularly related to
either demand or time deposits flowing into the mean bank on different
dates. After between eight and eleven monihs, however, a bank’s share
of these assets was not particularly affected by deposit flows. Apparently
banks purchase these assets when the market seems *“right” but typically
within about eleven months.

(3) Among loan variables, mortgage loans were only slightly related
to demand deposit flows. Specifically, in table 6-1 a significant but minor
relationship exists between mortgage loans and deposit flows for approxi-
mately three months, and then a gradual, somewhat erratic increase in these
loans occurs until the tenth month, when near-equilibrium conditions
are met. Time deposit flows begin to affect mortgage loans after about
two months, with a gradual and fairly erratic increase in these assets
until between nine and eleven months, when mortgage loans have reached
near-equilibrium levels. A very similar mortgage-loan adjustment pattern
is reported for mutual savings banks in chapter 7.

(4) Flows of demand and time deposits affect commercial and industrial
loans quite rapidly with near-equilibricm percentages being obtained in
about five months. Demand deposits flow increasingly into consumer
loans with equilibrivm levels being reached only after about twelve
months. Time deposits flow into consumer loans both earlier and much
less regularly than demand deposits.

(5) Demand deposits flow into short-term government securities
increasingly until about the sixth month. After this interval the percentage
of demand deposit flows appearing in these securities declines to a long-
run equilibrium of about 5 percent. Time deposits are again less regularly
related to short-term security holdings with peaks occurring in the first
two weeks and around the fifth month.

{6) Table 6-3 shows the values of coefficients of the dummy time
variables referred to in the discussion of intertemporal stability. Each
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coeflicient should be read as measuring the difference between a bank’s
portfolio on the call report of the indicated date and the call report of
December 20, 1963, These coefficients are interpreted as measuring the
collective effects of interest rates and other relevant excluded variables
on portfolio composition. Apart from some conspicuous seasonal varia-
tions, the interesting and statistically significant changes in this period
appear to be: (@) a shift into mortgage loans, (b) a shift ouwt of short-term
securities, (¢) a shift out of intermediate-term securities, and (d) a shift
into other assets. During the same period, interest rates, with the important
exception of mortgage rates, were steady or rising ; short- and intermediate-
term rates rose relative 10 long-term rates. It is remarkable that in every
case the sample banks were moving against interest rates ; that is, they were
shifting into assets when rates paid on these assets were falling, Super-
ficially, it appears that bank portfolios were better characterized as
determining rather than determined by interest rates.! If this interpreta-
tion is accepted, then the specification of bank portfolio equations in
some aggregative models is defective, for such equations are characterized
as demand equations in which rates of return are assumed to be externally
determined for a bank [Goldfeld, 1966; and de Leeuw and Gramlich,
1968]. :

(7} The overflow variables performed as expected. Overflows of demand
deposits had a significant impact on short-term government securities,
and time deposit overflows had a significant impact on mortgage loan
holdings. Otherwise, the deposit overfiows were diffused over the remaining
assets.

{8) Interbank variations in capital and other liabilities also significantly
explain differences in bank portfolic compositions. Consumer loans,
cash assets, commercial and industrial loans, and mortgage loans were
allocated a relatively large proportion of such funds, With the exception
of the large capital coefficient for cash assets, these results conform with a
priori expectations. The aberrant cash coefficient may reflect the fact that
capital was constructed residually when pooling data files.

2. SoME FURTHER RESULTS

This section examines several further characteristics of demand and
time deposit lag structures for the eight asset aggregates. First, deposit

10. The statement is superficial because, as Brainard and Tobin [1963] have persuasively
argued, in theory one rust be very cautious in predicting how movements in interest rates
affect portfolio composition. Furthermore, the mapping of dummy variable coefficient
values with interest rate movements is surely not isomorphic.
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histories do account for differences in bank portfolio composition. When
the asset variables were regressed on contemporaneous stocks of demand
and time deposits along with the overflow and other nondeposit variables
in the regressions of section 1, an analysis of covariance indicated that a
considerable loss of descriptive power was sustained (significant at the
5 percent level). Thus, costs of asset adjustment appear to be an important
determinant of portfolio composition. Second, as reported in section 1, for
cash assets, consumer loans, and mortgage loans, the lag structure for
demand deposits was significantly different from the structure for time
deposits.

Third, there is no reason a priori why the lags on demand deposits and
time deposits should be of the same length. To examine this question the
number of demand deposit variables was reduced so that the adjustment
period was shortened by four months, while the time deposit lag structure
was as reported in table 6-2. The hypothesis that the final four months of
demand deposits had no influence on the holdings of the eight assets was
rejected at the 5 percent level for all except cash assets and commercial
and industrial loans. However, a similar hypothesis that reducing the
number of time deposit lags by four months had no effect on portfolio
description could not be rejected, with the single exception of state and
local securities. An implication of this finding is that information about
lag structures is lost if bank deposits are not disaggregated into demand
and time deposit components.

Several additional hypotheses were tested with the data. At one point
the hypothesis that banks react differently to reductions than to increases
in their deposits was tested. An analysis of covariance indicated that there
was no signtficant difference in the lag structures for demand and time
deposits when separate coefficients were estimated for positive and
negative deposit changes. Banks apparently found it as easy to acquire
new assets as to dispose of them,

In a similar vein, tests were conducled to determine whether banks
react differently to large deposit variations, irrespective of sign, than they
do to relatively smalt changes.'' The hypothesis that banks respond in
the same way to deposit changes in excess of 5 percent in absolute value
as they do to smaller changes could not be rejected for demand and time
deposits at the 5 percent level.

Tests were also conducted for size effects. The sample was divided into
two subsamples depending upon whether or not a bank had more than

11. As reported in chapter 4, deposits were smoothed to prevent increases in excess of
25 percent or decreases in excess of 20 percent.
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$25 million in deposits on January 6, 1960. Only the equation for staie
and local securities was significant at the 5 percent level.!?

Finally, the impact of deposit predictability on portfolio composition
was examined. Banks with unpredictable deposits should have relatively
large holdings of liquid assets. Two measures of deposit predictability
were available: (1) the standard errors of estimate of the demand and
time deposit prediction equations described in chapter 4 and (2) the
actual weekly standard deviations of deposit changes over the estimation
period.'” Table 6-4 reports correlations for 184 banks between the average
share of some asset in a bank’s portfolio and the standard error of estimate
in its demand deposit forecasting equation.

TaBLE 6-4, SIMPLE CORRELATIONS BETWEEN ASSET SHARES
AND THE STANDARD ERROR OF ESTIMATE OF BANK
DemanD DEepOSITS

Asset Correlation

Cash assets .561%*
State and local securities —.026

Mortgage loans -~ .524%
Commercial and industrial loans J43*
Consumer loans 240#*
Short-term government securities 236*
1-5-year government securities —.038

NoTe: An asterisk indicates significance at the 5 percent level.

In general these results are consistent with a priori expectations : banks
with unpredictable demand deposits have relatively large holdings of
cash assets and short-term government securities and relatively small
hoidings of state and local securitics, mortgage loans, and one- to five-year
government securities. The result for consumer loans is a little surprising.
Apparently the cash flow from installment loans is sufficiently large that
such loans provide a cushion for banks with unpredictable demand
deposits. However, table 6-4 is deceptive. Neither the standard error of
estimate nor the standard deviation of weekly demand or time deposit
changes was statistically significant when added to the input-output
model reported in the appendix, where bank effects were not removed

12, Additional tests of size effects are reported in chapters 10 and 11.

13. The standard error of estimate and the standard deviation of weekly changes for both

demand and time deposits were obtained for smoothed deposit data. See chapter 8 for
details.
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{which is the appropriate form of the model for this test). The conclusion is,
therefore, that deposit predictability is loosely related to variations in
mean bank portfolios, but that once allowance is made for deposit
histories, knowledge of predictability does not improve the explanation
- of variations in bank portfolio composition.

3. ASSET DISAGGREGATIONS

In this seclion estimates of the structure of the input-output model
for disaggregated measures of cash assets, government securities, con-
sumer loans, and mortgage loans are discussed.

a. Cash assets

The estimated coefficients for major cash assets are presented in
tables 6-5 and 6-6."* Each of these assets responds to deposit shocks in
roughly the same manner as total cash assets reported in section 1. Loans
to banks, which were included in other assets above, are also reported;
loans to banks are very liquid and should be close substitutes for cash
assets.

Deposits due from other banks are an important cash asset. Nearly
half of the total first week’s allocation of demand balances to cash assets
is in the form of “‘due-from’ balances. The proportion of demand deposits
in due-from balances declines to a steady-state value, which is 40 percent
of its initial value. The proportion of time deposits altocated to due-froms
is erratic with a negative coefficient in the long run.

The proportion of demand deposits allocated to reserves has a similar
pattern. In the long run the proportion of demand balances allocated to
reserves is about 45 percent of the initial allocation. Time deposits decline
erratically to the long-run negative value discussed in section 1.

Loans to banks receive a significant positive impulse from demand
deposit shocks in the current week but decline to zero in the long run.
Such loans are apparently only a temporary abode for demand deposit
inflows.

b. Government securities

Attempts to break down short-term government securities further into
bills, certificates, notes maturing in under one year, and other government

14, In the interest of brevity, estimated coefficients for call report dummy variables are not
shown in these tables. As in earlier tables, regressions go through the means of the average
bank's variables on December 20, 1963.



TABLE 6-3. INTERBANK Craims: DEMAND DEPOSIT COEFFICIENTS

Deposits Due Total Loans to
Jfrom Banks Reserves Banks -
d, 232 237* .050*
(020} (.022) (.015)
d,_, J35* 122+ 053*
(022} (024) {016)
d,._s 154% 157* 071*
(.023) {.025) (017
dom 183* 164* 050
{020} (021) (014)
d,_; 145% 129% 029*
(.018) {.019) (.013)
dn_s 076* A37* 030*
(.019) (.020) (.013)
s 099* 079+ 040
(.019) (021) {014)
dn_s 098* JE3* 027*
(018) (.020) (013}
dn_s 104 d17* 016
(.018) (.019) (-013)
s 075* 138% 035%
(.020) (.021) (.014)
dn_g 219¥ 124% 050*
(020) (022 (015)
d,_q 106* J25% 022
(.019) (-020) (.014)
1o 123* 096* 048+
(.020) (.021} (014}
d,_ 1, 096* 151% 027
(.021) (.022) (.015)
I 128* J44* 025
(.021) (:022) (013
13 096* .106* 007
(.010) (.011) (007}

NoTE: See last row in table 6-6 for sources of dependent variables.



TABLE 6-6. INTERBANK CLAIMS: TIME DEPOSIT AND OTHER COEFFICIENTS

Pemand

Time

Deposits Due
Jfrom Banks

217
(097)
039
(.093)
- 031
{.094)
054
{.084)
035
(071
— 000
(.083)
—124
(082)
081
{070}
- 033
{072)
A11
(.089)
—.001
(.076)
029
(.083)
- o1
(087)
—.106
{.079)
—.061
(.064)
— 060*
(.020)

~.005
{.005)

003
(.007)

Total
Reserves

—.005
(.104)
024
(.100)
107
{.100)
160
(.090)
— 025
(.076)
— 083
(089
‘018
(.088)
- 127
(.075)
040
(077
090
{.095)
— 013
(.081)
—.040
(.089)
— 168
(093)
064
(.085)
—.148%
{.068)
—053*
(.022)

Overflow
011
(.005)
- 004
{.008)

Loans to
Banks

076
(.070)
080
(.067)
015
(.067)
012
(061)
- 027
(.051)
047
(.059)
013
(.059)
003
(.050)
011
(052)
— 066
(064)
~ 006
(054}
020
{.060)
— .04
(062)
—.049
(057)
036
(.046)
014
(015)

008*

(.004)
002

(.005)
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Table 6-6 (continued)

Deposits Due Total Loans to
from Banks Reserves Banks
Capital
<, 007 206* 014
(022) (.024) (016)
Summary Statistics
R? 136 157 092
S, 017 018 012
F 8.021* 9.935* 4.724%
Mean 045 081 003
Item 55 58,59 31
Number(s) in
Table 5-1

securities maturing in under one year were not interesting. While the joint
influence of the exogenous variables on the value of each security category
was significant at the 5 percent level, the estimated coefficients displayed
an erratic pattern. One inferpretation is that the components of short-term
government securitics are sufficiently close substitutes that specific
market conditions, and not the pattern of deposit flows, dictate when a
particular asset is purchased.®

¢. Consumer loans

The estimated coefficients for different types of consumer loans are
reported in tables 6-7 and 6-8. There is a gradual and fairly steady flow
of demand deposits into automobile loans: the long-run coefficient is
more than twice the coefficient for the first “month.” While the long-run
coefficient for time deposits is not significantly different from the corre-
sponding coefficient for demand deposits, the time path for a time deposit
shock is much more erratic.

15. It is interesting that a similar erratic patlern was not obtained for the components of
cash assets; apparently cash asseis have some “‘fixed proportions™ that need to be explained.



TABLE 6-7. CONSUMER LoaNS: DEMAND DEPOSIT COEFFICIENTS

Other
Consumer Repair and Single
Automobile Installment Modernization Payment

d, 020 005 005 009
{.011) {.005) (.002) (013}

d,_, 035* —.003 005 024
(-012) (.006} (.003) (.0L5)

do_s 026* 000 007* 014
{.012) (.006) (.003) {.015)

i 036* —.000 010* Ol4
(010} {.005) (.002) (013)
e .035* .002 006* 024>
{.009) (.005) .002) (012}
a3 D16 005 005* .038*
{010 {005) (.002) (.012)

dpos 046* 003 .008* 010
{.010) (.005) (.002) (.013)
dos 037 007 005+ 027
(.010) {.005) (.002) (.012)
- 044 009 .008* .034*
(.009) {.005) {.002) (.012)
. 032* 006 .011* .048*
(010 {.005) {.002) (.013)
d, s 043* 004 .006* .045*
(.011) (.005) {.002) (.013)
dn o 021* 011 008* 059*
(010} (.0035) (.002) (.013)
d._io .045% 013* O11* 053*
(010} (-005) (.002) (013)
- 057* 002 009 080*
{011) (-006) (.002) (.014)
d, s 035* 014* 008* 085%
{.011) (.005) (.002) {.014)
413 062 012* 008* 079*
(.005) (.003) {.001) {(.007)

NoTE: See last row in table 6-8 for sources of dependent variables.



TABLE 6-8. CONSUMER Loans: TiME DEPOSIT AND OTHER COEFFICIENTS

Demand

Time

Automobile

—.002
(051)
051
(.049)
082
(.049)
064
(.044)
008
(037
062
(.043)
064
(043)
041
(.036)
092*
(037)
060
(.046)
093*
{.039)
061
(.044)
085
(.045)
051
(.041)
070*
(033)
047%
(011)

— 05+
{.003)
—.004
{(.004)

Other
Consumer Repair and
Installment Modernization
002 008
(.026) (011)
033 010
{.025) {0iH)
010 --.002
(.025) 011)
017 010
(022 (.010)
011 —.003
{019} (.008)
003 D14
(022) (.010)
033 005
(.022) (.010)
017 001
(018) (.008})
—.024 009
(.019) (.008)
—.038 008
(.023) {010)
041% 00t
(.020) {.009)
-.020 .002
(.022) (.010)
015 001
(.023) (.010)
—.010 011
{.021) (.005)
019 —.003
(.017) (.0G7)
013* 005+
(.005) (.002)
Overflow
002 002*
{.001) (001}
005+ 002*
{.002) {001}

Single
Payment

—.048
(.064)
007
(.062)
021
(062)
- 058
(056)
058
(.047)
083
(.055)
- 028
(055)
— 015
{.046)
040
(.048)
114
(059)
—.122*
(050)
078
(.055)
077
(057)
— 168"
(053)
018
(042)
005
(.014)

.000
(.003)
003
{.005)
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Table 6-8 (continued)

Other
Consumer Repair and Single
Automobile Installment Modernization Payment
Capital

¢, 071* 024* 009* 082*

(.012) (.006) (.003) (.015)

Summary Statistics

R? A12 047 032 090
S, 009 004 002 011
F 6.108* 2.141* 1.403* 4.655*
Mean .054 014 008 054
Item 37 38 39 41
Number in
Table 5-1

Both repair loans and single payment loans increase steadily in the
periods following a demand deposit inflow. Other consumer loans
exhibit a more erratic pattern but are allocated a statistically significant
share of demand deposit balances in the long run.

All categories of consumer loans respond erratically to time deposit
changes. By the end of a year following a deposit shock, however, with the
exception of single payment loans there was no significant difference in
the proportions of demand and time deposits allocated to a specific
consumer loan category.

d. Mortgage loans

Individual components of the mortgage loan portfolio also respond
interestingly to deposit inflows. The deposit coefficients for insured
residential, uninsured residential, and nonfarm, nonresidential mortgage
loans are reported in tables 6-9 and 6-10.

The flows into insured mortgage loans are very erratic and relatively
minor from both demand and time deposit shocks. The existence of an
active secondary market for insured mortgage loans apparently makes
it possible for banks to buy and sell these assets without concern for
precise timing. It does appear, however, that equilibrium values are



TABLE 6-9. MORTGAGE 1.OANS: DEMAND DrpoSIT COEFFICIENTS

Nonfarm
Insured Conventional Nonresidential
d. 007 011 .0
(.006) (.010) (.007)
d, ., .011 .010 J008
{006} (-011y (.008)
d._, 008 020 005
: (.007) (012) (.008)
., 2004 009 .009
(.006) (010} (.007)
d,._, .008 - 009 {008
{.005) (.009) (-006)
d,_; 008 015 018*
(.005) (.009) . (.007)
d,_. 001 .012 012
(.006) (010) {.007)
s 008 008 008
(.003) (009) {.006)
Ao 012% 017* 028*
(.00%) (-009) (.006)
: 006 021* 011
(.006) (010) (.007)
dn_sg — 600 025+ 020*
(:006) (.010} (:007)
dn_q 011 016 024>
(.005) {.009) (.007)
du- 10 —.003 049+ 026*
(.006) (010) (.007)
11 —.001 .030* 018%
(.006) (.010} (.007)
d._ .2 012 023* 026*
{.006) (.010) {007}
dy 13 J013* 040* 028*
(.003) (.005) {.003)

NoTE: See last row in table 6-10 for sources of dependent variables.



TasLE 6-10, MORTGAGE LoaNs: TIME DePOSIT AND OTHER

COEFFICIENTS
Nonfarm
Insured Conventional Nonresidential

. 032 041 -.008
(.028) (.048) (.034)

Sy 022 032 —.040
(027) (.046) (033}

5,-2 —.034 083 031
(.027) (.04 (033}

Som — 026 044 015
(.024) (.042) (.030)

5> 024 070% 030
{.020} (.035) (025)

Smes - 003 .086* - 023
(.024) (.041) (.029)

Spes 068* 054 -.010
(.024) (.041) (029)

St —-.027 124* 045
£.020) (.035) {.025)
506 —.019 A31# 054*
(021) (.036) {.025)

§_ 025 103 016
{.026) {.044) (.031)
Sm-g8 037 A32* 082*
(.022) (.038) .027)

§m_o —.006 183* - 014
(.024) (.042) (.029)
Sm—10 040 J142% D97*
(.025) (.043) (030)
S 11 020 152% .086*
(.023) (.040) (.028)

Sm-12 024 195* 041
(.018) {032} (.022)
Sm-13 025* 185%* 073*
{.006) (010) (007)

Overflow

Demand 002 002 —.002
(0013 (.003) {.002)
Time 000 02+ D07*
(.002) (.004) (.003)
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Table 6-10 (continued)

Nonfarm
Insured Conventional Nonresidential
Capital

¢ 020 058* 034*

(.006) (01D (.008)

Summary Statistics

R? 101 208 113
S, 005 008 006
F 5.368* 16.133* 6.224*
Mean 020 075 A038
Ttem Number 28 29 30

in Table 5-1

reached within a year. A somewhat larger proportion of time deposits
than demand deposits is allocated to insured mortgage loans in the long
run.

The flows into conventional mortgage loans are both more sizable and
more steady than is the case for insured loans. While the flow of demand
deposits into conventional loans is considerably smaller than is the case
for time deposits: it is relatively steady with equilibrium probably being
achieved within a year. The allocation of time deposits to conventional
loans rises steadily following a deposit shock and reaches an equilibriym
value within a year.

Nonfarm, nonresidential real estate loans have an erratic pattern of
time deposit coefficients. Time deposits apparently are placed in these
loans as credit requests arise; the loans approach their equilibrium share
by the eleventh month. The proportion of demand deposits allocated
to these loans rises relatively steadily to a value more than twice the initial
allocation. Again, however, the long-run share of time deposits allocated
to nonfarm, nonresidential loans is greater than that of demand deposits.

4, RESIDUALS AND PREDICTIONS

This section is in two parts. First, the residuals from the regressions of
section | are analyzed. Second, some measures of the predictive ability of
the model outside the sample period are reported.
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4. Residuals

The balance sheet identity forces each asset variable’s residual to be
perfectly negatively correlated with the sum of all other asset residuals.
With this fact in mind, it is nonc the less interesting to examine the pattern
of residual correlations in order to see which assets appear to be strong
“substitutes.” '® These correlations are shown in table 6-11. The largest
negative correlation by a wide margin is between short- and intermediate-
term government securities. An interpretation of this finding is that
bank investment officers are quite sensitive 1o interest rate diflerentials
on these two assets. The next two sirongest correlations are between
short-term securities and cash and short-term securities and commercial
and industrial loans. This pattern tends to confirm the widely accepted
view that Treasury bills and other short-term government securities
provide the interest rate linkage within bank portfolios. Finally, there is

some evidence that commercial and industrial loans and consumer loans
are weak substitutes.

TABLE 6-11. CORRELATIONS OF RESIDUALS FROM INPUT-OUTPUT MODEL
FOR ASSET AGGREGATES

State Comm. -
and  Mort-  and Con-
Cash  Local "gage  Indust. sumer  Shorts  1-5s

Cash 1.000 —.082 -—-076 —.107 —-.167 —251 —.083
State and local — 1000 —063 —~041 —097 —.153 - .067
Mortgage — — 1000 --.016 080 —.080 —.017
Comm. and

Indust. — — — 1.000 —.180 —.238 .03
Consumer — —_ — LO0O  —.139  —.007
Shorts — — — — — 1.000 —.416
158 — — — — — — 1.000

b. Predictions

The June 1964 call report was left out of the sample to provide a basis
for measuring the ability of the model to predict outside the sample
period. Some results of this experiment are reported here.

16. The term substitutes is somewhat misleading. It is not possible to identify substitutes
in the sense of consumer demand theory without making further restrictive assumptions.
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All variables were taken as deviations from means computed over the
full April 1961 through June 1964 period. The estimated coefficients for
the eight asset variables of section | were used with these data to obtain
June 1964 predictions. Selected measures of the predictive ability of the
model for the assets of section 1 are¢ reported in table 6-12. The mean
error—actual less predicted—and the root mean squared error were
computed and the standard error of forecast was evaluated at the mean
values of the exogenous variables for June 1964.

TaBLE 6-12. PORTFOLIO SHARE PREDICTIONS FOR THE MEAN SAMPLE BANK

June 1964
Average

Actual Root Mean Standard

Value Actual  Forecast  Squared  Error of

Asset _ 196164 Value Error* Error Forecast
Cash 157 158 011 030 023
State and local 082 082 017 027 016
Mortgage 149 148 005 022 010
Comm. and indust. A58 160 007 028 018
Consumer 183 185 008 032 016
Shorts 052 052 -.027 048 036
1-3s 094 093 —.007 039 029
All other asscts 125 122 —-.014 N.A. N.A.

Total assets 1.000 1.000 0.000

* Actual less predicted.

As the table indicates, the model predicts the mean bank’s assets
relatively well. With the exception of short-term government securities and
state and local securities, the mean errors are moderate. The mean error
for every asset except state and local securities was less than its corre-
sponding standard error of forecast. The mean error, of course, partly
reflects interest rate movements that have not been allowed for in this
forecasting experiment. The model overpredicted mean holdings of
governmen securities and of residual other assets, while it underpredicted
cash, state and local securities, and the three loan categories. These results
arc not surprising given the strong loan demands experienced during the
period.
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5. SUMMARY AND CONCLUSIONS

The results of this chapter clearly indicate that it is possible to obtain
reasonable estimates of lag structures for a variety of assets from individual
bank data. These lag structures accord with a priori expectations, and
they are stationary over the sample period. The results indicate that
individual banks respond faster to deposit shocks than is often inferred
from studies of aggregate data.

The estimated long-run shares of deposits going into different assets
largely accord with a priori expectations. In the long run demand deposits
primarily flow into cash assets, commercial and industrial loans, and
consumer loans; mortgage loans, United States government and state
and local securities absorb relatively little of this flow. An increase in time
deposits, on the other hand, has its greatest impact on mortgage loans.
Capital funds and nondeposit liabilities primarily go into various types of
loans and, rather unexpectedly, into cash assets.

In general, the theory is more successful in predicting the lag structure
for demand deposits than it is for time deposits. The estimated lag patterns
for time deposits are erratic; the negative long-run time deposit co-
efficients in the cash asset equations are particularly bothersome. Possible
explanations for these results are size aggregation effects, liquidity effects,
and evidence that the time deposit autoregressive process was not
stationary over the sample period.!” There is a clear need for further
research on the nature of stochastic processes generating deposit series
and on the predictability and magnitude of the cash flow from existing
assets. Very little is known about either of these topics.

The description of bank portfolio management is far from completed.
It remains to be seen whether the input-output model can be successfully
applied to mutual savings banks. Further, the model is apt to be mis-
specified if banks actively anticipate future deposit flows: the adaptive-
expectations model remains to be tested. Finally, the lag structures
estimated in this chapter -apply only to individual banks. It is still
necessary to determine how the dynamics of individual bank portfolio
adjustments are related to the adjustments of the entire banking system.
These and related subjects are treated in subsequent chapters.

17. See chapter 8 for details on deposit processes.



APPENDIX

Parameter Estimates for the Model
When Bank Effects Are Not Removed

This appendix reports estimates of the parameters of the input-output model when
bank means are not removed from the data. The results from a regression analysis
of the asset aggregates of section 1 are reported in tables 6A-1, 6A-2, and 6A-3. Results
for the legal reserve measure are reported in table 6A-4.

The pattern of deposit coefficients is more erratic for each asset category when
bank means are retained; time deposit coefficients are particularly affected. The
argument of chapters 2 and 3 suggests that, as special relationships are likely to
exist between individual banks and their loan customers, bank effects are more
important for loans than for holdings of securities and cash. The results confirm this
expectation. The relationships between deposit flows and holdings of commercial
and industrial loans, mortgage loans, and consumer loans are particularly erratic
when bank means are retained. Retention of bank means has a much smalier impact
on the pattern of coefficients for cash assets and securitics. The coefficients for cash
assets and legal reserves are particularly stable, and both of these asset categories
have a positive long-run time deposit coefficient. Holdings of state and tocal securities,
one- to five-year government securities, and other assets are not regularly related to
deposit flows, whether bank means are removed or not. Attitudes toward the alloca-
tion of capital among assets apparently differ greatly among individual banks, as
witnessed by the erratic pattern of coefficients on capital.
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TAELE 6A-1. INPUT-OUTPUT MODEL WHEN NO BANK EFFECTS ARE REMOVED:
DeManD DeposiT COEFFICIENTS

Cash

d, 438*
(.040)

d,., 2T7*
(043}

d,., 370*
(045)

dm J3B4*
(.037)

d,_; 243
(.034)

s .180%*
{035}

d, ., 192%
(.036)

d_s 2l
(.034)

dp_g 161*
(.032)

4 a 231*
{.037)

d,. s 233
(.036)

d,._, 212*
{.032)

d,._10 211*
(.036)

e 14 278*
(.037)

dp_ 2 222%
(.036)

B 14 203*
(.007)

State
and
Local

121%
(061)
—.072
{.065)
070
(068)
.149*
(057)
016
(052)
— 042
{.053)
089
(.035)
—.031
(.052)
011
(.048)
084
(057)
082
(.055)
074
(.049)
— 019
(.056)
140%
{056)
132+
(.055)
082+
(010)

Mort-
gage
—.054
(.064)
021
(.069)
- 065
{.072)
042
{.060)
— 059
(.055)
- 018
(.056)
029
(.058)
- 031
(055
013
{051)
—.007
{.060)
024
(.058)
017
(.052)
017
(.059)
014
(.060)
017
{.058)
050+
(011}

Comm.

and

Indust.

184*
(075)
421*
(.080)
—.004
(.084)
—.101
(070)
12
(-064)
214*
(065)
044
(.068)
123
(.064)
111
(.059)
140*
(.070)
— 040
(.068)
101
(.060)
10
(068)
- 025
(.069)
055
(.068)
131%
(012)

Con-
sumer

—~.032
(081}
—.007
(087)
136
091
078
(076)
195*
(.069)
181%
(071}
083
(.073)
240%
{.069)
287*
(.064)
103
{076)
271
(073}
267
(065)
250%
(074)
370%
(075)
311
(073)
.189*
(013)

Shorts

187%
(061)
225+
(.065)
308*
(.068)
362*
{057)
343*
(052)
294%
(.054)
A414*
(035)
296
(.052)
303
(048)
205*
(057
250*
(.055)
_200%
(.049)
164*
(.056)
160
(057)
008
{.055)
058*
(.010)

1-5s

—071
(.063)
143%
(067)
059
(070)
—.004
(059)
046
(054)
101
(.055)
057
(057)
072
(.054)
103*
(.050)
A1l
(059)
045
(.057)
074
(.0S1)
110
(057)
043
(058)
184%
(057)
Jere
(010)

Other
227

—.008

266

09¢

104

090

.092

120

011

133

135

055

157

080

071

143

NoTE: See last row in table 6A-3 for sources of dependent variables,



TABLE 6A-2. INPUT-OUTPUT MODEL WHEN No BANK BFRECTS ARE REMOVED:

TME DEPOSIT COEFFICIENTS

Sm-11

Sm-12

Sm—13

Cash

199
(.192)
~.013
{.183)
—.165
(.189)
—.051
(.166)
187
(137)
— 293
(.158)
— 264
(1653)
146
(132)
—.220
(.142)
—.103
(171
087
(.141)
— 261
(161)
039
(167
— 087
(.155)
243
(122
044+
(.006)

State
and
Local

—.254
(.292)
460
(.280)
082
(.288)
124
(.253)
- 332
(210)
—.028
(.241)
000
(.253)
327
(.201)

(216)
023
(.261)

- 362
(215)

045
(.246)

363
(.255)

— 431
(.237)
033
(187)
035
{.009)

Mort-
gage
£29*

(.309)
345

(.296)
493

{.305)
142

.267)
181

(222}
586*

(.255}
472

(.267)
175

(213)
594*

(.229)
617%

(276)

— 072

{227

1.068*

(:260)
524

{.269)
331

(.250)
552%

{.197)
A450*

(010)

Comm.
and

Indust.

828*
(359)
541
(.344)
041
(.355)
254
(311)
627*
(.258)
407
(.297)
344
{310)
418
(.248)
252
(.266)
171
(.321)
621*
(.264)
001
(302)
766*
(313)
504
(.201)
266
{.229)
~ 009
(011)

Con-
sumer

—.224
(.3900
297
(.373)
422
{(.385)
654
(337)

330

(.280)
954%
(322)
—.189
(337)
83
(.268)
630%
(.288)
300
(.348)
400
(.286)
T74%
(.:328)
274
{.340)
363
(.316)
T70
(.249)
078*
(.012)

Shorts

315
(.294)
081
(282)
495
(.290)
362
(.255)
090
(211)
194
(.243)

871
(.254)
066
(:203)
391
(218)
313
(.262)
189
(216)
149
(.247)
072
(.256)
297
(.238)
043
(.188)
012
(.009)

1-5s
— 477
{.303)
—.403
{.290)
180
(.299)
044
(.262)
—.108
(.217)
—.218
(.:250)
—.264
(:261)
—.116
{.208)
—.282
(.224)
016
(.270)
122
(222)
—.386
(.254)
—.236
(.264)
071
{.245)
—.268
(.193)
128*
(009)

Other
—.016

—.308

—.384

— 28]

025

—.602

.030

—.145

~.365

—.337

015

—.390

—.076

— (48

—.153

233




TABLE 6A-3. IneUT-OuTPuT MODEL WHEN NO BANK EFFECTS ARE REMOVED:

OTtuer COEFFICIENTS

State Comm.
and  Mort-  and Con-
Cash  Local  gage - Indust. sumer Shorts [-5s5  Other
Call Report Dummy Variables

4-12-61  016* —.014 —.010 001 —.010 017 002 —.002
(005  (007) (008) (.009) (010) {007)  (008)

6-30-61  010* —-002 -—.009 002 — 008 018 —.002 —.009
(.005) (007y (008) (009) (010 (00B) {0OB)

9-27-61 015 005 —.004 —005 —.010 020 —.005 — 016
(.005) (007) (008) (009 (010) (007) (.008)

12-30-61 035 -.010 —001 —.006 —.016 .008 012 —.022
(004  (006) (007) (00B)  (QO8Y  (006) {007}

3-26-62 015* —.008 —.006 002 —.018 018% 002 — 003
(005)  {007) (008) (009) (010) (007) (.0O0R)

6-30-62 010 002 —.006 003 ~.006 013 -.001 — 015
(.005) (007) (008) (00%) (010) (008)  (.008)

9-28-62 .011* 010 -—-.006 —.004 —.010 017* — 010 - 008
{003y (007) (008) (009  (010) (007}  (.008)

12-28-62 .030* -.009 —.004 —011 —.012 008 —.003 001
(004 (007) (DO7) (00B) (009 (007) (.007)

3-18-63  .024% 001 —.006 —.009 —023* 010 —.005 008
(0035) (008) (008) (009 (010} (008) (008}

6-25-63  009* 004 —.007 000 006 —.001 .002 —.001
(.005) (007) (008) (009 (010) (007}  (.007)

Qverflow

De- 002 —010 007 15 —.021 Ots 013 - 021

mand (009) (013) (014) (016) (017  (013) (014

Time —.001 —.002 047 065 —.044 Q66* 022 —.133
(012)  €019) (0200 (023) (025) (019)  (020)

Capital

I A54%  131* —103* 492« 261%  198* —.106* —.057

(.028) (042) (044} (052 (056)  (.042)  (043)
Summary Statistics

R? A41 076 646 207 099 121 051 NA

S, 036 054 058 .067 073 055 056 N.A.

F 31.585*  3.276% 72827+ 10424% 4395% 5518%  2102%  NA,

Mean 64 069 140 150 .165 .082 100 130

Item 1 3 27, 28, 36 37,38, 44,45, 47,50 Residual

Num- 29, 30 39,40, 46,49

ber(s) 41

in Table

5-1




TaBLE 6A-4. INPUT-OUTPUT MODEL WHEN NO BANK ErrecTs ARE REMOVED:
ToTAL RESERVES

Call Report

Demand Deposits Time Deposits Dummy Variables
d, .164* 3, —.197 4-12-61 .010*
.027) (.130) (.003)
d,.\ .038 Su-1 —.138 6-30-61 —.000
(.029) {125) (.003)
dy s .208* Syl z .01% 9-27-61 014+
(.030) (-129) (.003)
a,, A70* Som —.020 12-30-61 013*
(.025) (.113) (.003)
i, 31% 52 - 011 3-26-62 006
(.023) (,093) {(.003)
d_s 088* Spe3 —.212% 6-30-62 .001
{(.024) (.108) (.003)
d,_4 091* Sma —.043 9-28-62 007*
(.025) (113) (-003)
do_s A11* S s —115  12-28-62 017+
(.023) (.090) {.003)
dn-s 095% Sm—s .003 3-18-63 006
(.021) (.096) (.003)
d,_7 .128* - — 046 6-29-63 .002
{023 (-116) (.003}
du s A52% Smes 036 Overflow
(.025) (.096) Demand 020+
d,_q 126* Sm_o - .05t (.006)
(.022) (.110) Time -.006
: S 079* 5_10 —.204 (.008)
(.025) (.114)
Capital
;I 196* Sm—11 037 & J12%
(025} (.106) (.019)
a._ 12 .149* Sm-12 —.142 Swumimary Statistics
(.025) (.083) R? 252
d._ 13 0o1* Sp_13 034% S, 024
{.005) (.004) F 10.368*
Mean 081
Item Num- 38, 59
berfs) in

Table 5-1




CHAPTER 7

Estimates for the Input-Output Model from a Sample of
Mutual Savings Banks

This chapter reports tests of the input-output model of mutual savings
bank portfolio behavior. They were performed using data from 201
savings banks located in Connecticut, Massachusetts, New York City,
and the rest of New York State. As explained in chapter 3, each of these
geographic regions is studied separately.

The first section describes preliminary experiments that were performed
on a pilot sample of ten large New York City banks. Section 2 reports and
evaluates structural estimates for the four populations of savings banks.
The third section discusses further experiments that were executed in an
attempt to interpret these estimates. The last section summarizes the
findings of this chapter and raises some important research questions for
interpreting capital markets in which mutually chartered firms participate.

Empirical results reported in this chapter were chronologically the
carliest attempts at estimating bank input-output models.! The experi-
ments reported in section 1, therefore, are of additional interest because
they describe the preliminary empirical filtering that underlies the
specifications described in chapter 4.

1. PiLoT STUDIES

A number of important preliminary questions were considered while
designing the statistical model of this chapter. These were:

1. How many consecutive monthly deposit changes should be used to
explain monthly first differences in savings bank portfolios?
2. What, if any, allowance should be made for seasonal variations in bank
asset acquisitions?
. Is the estimated structure the same for different banks?
4. Is the estimated structure invariant over the sample period?

[F8]

Crude answers to these questions were obtained by studying a pilot
sample of ten mutual savings banks located in New York City. This
sample was not randomly drawn, but it appeared representative and

1. Preliminary versions of results reported in this chapter were presented by Hester [1965].

146
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included banks ranging in size from $50 million to more than $1 billion
in total assets.”

The first question is critical for what follows, since only sixty monthly
balance sheets were available for each bank. Computer software and budget
restrictions required that all banks be assumed to have identical deposit
change horizons. For cost reasons the adaptive-expectations model
discussed in chapter 9 was to be estimated in the same computer run as the
input-output model. Since a seasonal deposit forecasting term was
believed essential, the maximum number of observations available for
any bank was forty-seven, and this only if banks made all portfolio
adjustments in response to a one-month deposit forecast. The argument
of the model, however, suggested that banks would respond to deposit
flows, forecasted or otherwise, with a pronounced lag. If portfolios
reached equilibrium after responding to seven consecutive monthly
deposit forecasts, forty-one observations could be retained. Interviews
with savings bankers led us to believe that this horizon was realistic.

To check this assumption first differences of mortgage loans, the primary
savings bank asset, were regressed on current and different numbers of
past consecutive monthly changes in regular savings deposits for cach
pilot sample bank. Table 7-1 reports multiple correlation coefficients
obtained in regressions having one, five, and eight monthly deposit change
coefficients. With the exception of bank 8§, increasing the adjustment
horizon from five to eight months resulted in a negligible improvement in
fit.> Bank 8 had a multiple correlation of .841 when seven months wetc
studied. It was concluded that eight monthly changes would suffice to
describe the relation between deposits and assets.

The second question is important because the model does not predict
the presence of seasonal determinants. If seasonal determinants are found,
they probably reflect variations in the demand for mortgage loans
associated with seasonal fluctuations in house construction and suggest
the presence of simultaneous equations problems, The question was
studied by examining residuals for regressions referred to in table 7-1 and
by introducing monthly duminy variables in pooled regressions computed

2. Pilot samplc banks were retained in the New York City sample studied in the remainder
of this chapter. This procedure permits more efficient estimates of parameters ; it also implies
that the specifications studied are not independent of data resources for those banks. The
pilot sample represcnted about 25 percent of the New York City data.

3. The improvement in the multiple correlation coefficient by increasing the number of
deposit variables from five to cight was significant at the 1 percent level for bank 8 it was not
significant at the 1 percent level for the nine other banks. In section 3 alternative horizons
of up to fifieen months are considered for each of the samples.
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for 470 pilot sampie bank-month observations. Individual bank residuals
suggested a weak tendency to overpredict mortgage loans in April
However this tendency did not come through when changes in individual
bank assets were regressed on eight deposit changes and eleven seasonal
dummies in the pooled sample. More generally, an analysis of variance
test for seasonality in the cases of six savings bank assets permitted the
hypothesis that seasonal factors were present to be rejected at the I percent
level #

TaBLE 7-1. MORTGAGE LoaN MULTIPLE CORRELATION
COEFFICIENTS FOR DIFFERENT ADJUSTMENT HORIZONS

Horizon (in months)

Bank ! 5 8
I 415 5330 559
2 .539 839 .861
3 630 749 775
4 .876 910 .24
5 740 836 .869
6 655 773 783
7 790 825 840
8 774 397 857
9 .566 i) | 809

10 913 917 923

NoTE: All regressions were estimated from 47 monthly
observations on a bank spanning the period February
1960 through December 1963.

The third and fourth guestions were studied by comparing different
regressions of monthly changes in mortgage loans on the contemporaneous
and the seven consecutive past monthly changes in a bank’s regular
savings deposits. An intercept was included in each regression to allow for
a linear time trend, and 470 pilot sample bank-time period observations
were used. To examine the third question separate mortgage loan equations
were estimated for each bank and for the pooled sample. An analysis of
covariance indicated that a hypothesis that different banks have the same

4. The six assets were cash, United States government securities, state and local securities,
other securities, mortgage loans, and other leans. An undetected computer program error
invalidated the test for seasonal factors in all other assets. Observations in this experiment
were drawn from the period of August 1960 through December 1963.
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mortgage loan equation cannot be rejected; the computed F-ratio was
less than unity.

The fourth question was examined by breaking the pooled sample into
two subsampiles ; the first refers to mortgage loan changes recorded in the
period of February 1960 through January 1962, and the second concerns
mortgage foan changes in the subsequent twenty-three months. An
analysis of covariance indicated that the hypothesis of intertemporal
stationarity must be rejected at the 1 percent level of significance. This
disconcerting result was ultimately found to recur in the four different
populations of savings banks, and it is discussed extensively in the third and
fourth sections of this chapter.

2. STRUCTURAL ESTIMATES OF THE INPUT-QUTPUT MODEL

In this section, four large pooled cross-section, time-series samples
are employed to estimate parameters for the input-output model. Utilizing
results from the pilot experiments, it is assumed in this section that savings
banks reach equilibrium eight months after a deposit shock. Forty-one
observations are available for each bank, and no fewer than thirty-two
banks are represented in each of the samples. Thus, 1,312, 3,649, 1,599,
and 1,681 observations, respectively, are studied in the Connecticut,
Massachusetts, New York City, and New York State regressions.

Tables 7-2 through 7-5 report regression results for these samples.
Given the number of observations, it is not surprising that all but one
regresston have F-ratios that are significant at the 1 percent level. Multipie
correlation coefficients tend to be quite high for first differences in mortgage
loans in all four samples. They are also high in the case of “other loans™
for Connecticut, Massachusetts, and New York State banks, but not for
the much larger banks in the New York City sample, These loans consist
of heterogeneous nonmortgage loans, and, while small in volume, they
are quite sensitive to deposit flows for banks outside of New York City.
The fact that New York City banks do not have a similarly strong relation-
ship suggests that many close substitutes exist for other loans in the New
York money market.

In the case of Massachusetts banks, the multiple correlation coefficient
for first differences in United States government securities is also high.
This reflects the fact that Massachusetts imposes state deposit taxes that
effectively discourage its banks from investing in corporate securities.
Since deposits invested in certain United States government securities
are exempt from these taxes, Massachusetts banks are induced to place
essentially all secondary reserves and short-term investiments in this class of



TABLE 7-2. CONNECTICUT MUTuUAL SaviNGs BaNK INPUT-OutpUT COEFFICIENTS

United States State and

Government Local ther Moriguge
Cash Securities Securities Securities Loans Qther Loans Other Assets
Intercept —4522 —40.638 7.820 7.125 46.568 —-7.797 —B8.553
i 0894* 4251%* — 0096 .2083* 13627 .1409% 0096
' (.0197) (.0349) (.0076) (.0328) (0261} (.0124) (.0087)
m_, 0223 — 0584 —.0003 --.0213 0972* — 0349+ —.0045
{.0195) (0346) (.0076) (.0326) {0259) (0123) {.0086)
m,_, --.0424% —.0632* 0001 0034 1448* —.0799* 0353%
(0113) {.0200) (.0044) £0188) {0150) (0071) (.0050)
m s —.0137 —.1356* —.0003 0697* A158* — 0439+ 0078
(0113) . (.0201) (.0044) {.0189) (0150) (.0072) {.0050)
m,_, —.0197 —.0218% - 0263* 0077 0962* —.0232* — 0128*%
(O117) (.0208) (.0045) (.0196) {.0155) {.0074) (.0052)
5 —.0500* — 0350 - 0217% - .0510* 1353* 0300% —.0074
(0128) (0227 {.0050) (0213) (.0170) (.0081) (.0057)
W _e 0236 — 1940 0134 — .0663* E450* 0737* 0047
(0196) (.0348) {0076) {.0327) (0260) (.0124) (0087}
i, - —.0032 0106 0032 —.1103* 1273* —.0252% —.0026
(0195} (.0345) (.0075) (.0325) (0258} (.0123) . (.00R6)
g, 0912* 2794% 0093 2021* 2198*% 1464%* 0516*
{0190) {.0337) (.0074) (0317 (0252) {0120} (0024)
Summary Statistics
R? 065 160 041 130 469 421 093
F 9.948* 27.46* 6.131% 21.64* 127.6* 105.4* 14 83%

Sz 390.3 691.8 1511 650.5 5169 246.5 1725

Note: The number of observations in each regression is 1,312, In this and subsequent tables in this chapter, an asterisk indicates
that a coefficient is significantly different from zero at the 5 percent level in 4 two-tatled test, and intercepts indicate thousands of doHars

per month,



TABLE 7-3. MASSACHUSETTS MUTUAL SAVINGS BANK INPUT-OUTPUT COEEFFICIENTS

Cash

Intercept —.703
i, 0705*
(0132}
m,_, — (0843*
(0131)
m,_, —.0390*
(.0090)
Wy 0671*
(.0090)
M, _, — 0493*
{.0089)
i, _ s — 0308*
{.0091)
M, 0890*
(.0136)
#,_ o —.0110
(0139)
Z, 0302+
(:0064)
R? 121
F 55.63*
hY 2730

United States
Government
Securities

-63.326
6238*
(0262)
2205*
(0261}
— 1060*
(0178)
— 2952%
(0178)
0001
(0178)
— 0538%
(0180)
—.1443%
(0270)
~ 0873*
{0268)
6877*
(0128)

516
430.2%
5423

State and
Local Other
Securities Securities
—4.384 —6.020
0012 L0080
(0055) {.0098)
—.0021 0069
(.0055) (.0057)
—.0010 0229%
(0037 (.0066)
0017 —0212*
(.0037) (.0066)
—.0020 - 0115
(.0037) {.0066)
0012 0025
(0038) (0067}
0015 — 0187
(.0057) (.0101)
0001 — 0087
(.0056) (.D100)
0046 - 0119*
(0027} (.0048)
Summary Statistics
001 011
528 4.508*
1134 202.0

Mortgage
Loans

76.734
0644*
(.0230)
~ 0295
(0229)
1937*
(0156)
2840%
(.0156)
—.0925%
{.0156)
0476*
{.0158)
— 0022
(0237)
1513*
{0235)
.1280%
(0112)

424
298.1*
4750

Qther Loans

— 505
2191%
(0111)

—.1175%
(0110)

— 0806*
(.0075)

- 0282*
(0075)

- 0382%
(0075)
0193*
(0076}
0936*
(0114)

— 0422%
(0113)
1274%
(.0054)

389
257.0*
2290

Other Assets

—1.790
0136*
(0058)
0072
(.0057)
0099*
(.0039)
— 0082*
(.0039)
0082*
(0039)
0143*
(0040)
— 0194¥
(0059)
—.0017
(.0059)
0142%
(.0028)

029
11.86*
119.2

NoTe: The number of observations in each regression is 3,649.



TasLE 7-4. NEw York City MUTUAL Savings Bank INpuT-OUTPUT COEFFICIENTS

United States State and

Government Local Other Mortgage
Cash Securities Securities Securities Loans Other Loans  Qther Assets
Intercept —31.476 —282.187 -~ 23.008 —419.453 797426 —4.722 —38.684
m, 0765* .2522* 0013 .2504* 2076 A778* 0384*
(.0244) (0355} (.0079) (.0363) (.0433) (0344) (0161)
m_, —.0693* 0586 0046 - 0182 0642 — 0677 0301
(.0247) {(0359) {.0080) (.0367) (0438) (.0348) (.0163)
m_, — 0938* —.1043* ~.0129 1098* L0R20* 0413 — 0243
(0232) (.0337) (0075} {0345} {.0412) (0327} (0153)
m,_; 1224* — 0719 — 0175* —.1385* .2038* —.1363* 0333*
(.0255) (.0370) {.0082) (0378} (.0451) (.0339) (.0168)
m,_, — 0726* 0327 —.0342* —.05%4 .1666* 0090 — 0461%
(.0244) (0355) {.0079) (0362) (0433) (0344) (0161)
m,_s 0550+ 0806* -0 — 0590 —.0147 0268 —.0745%
(.0229) (.0333) {0074 {.0340) (.0406) (.0323) (.0151)
M, 0116 — 1228* 0218+ 0937 0301 — 0992* 0667*
(:0248) {(.0360) {.0080) (-0368) (.0440} (0349 (.0164)
m,_ 5 — 0164 - 1317* 0147 0906* 0056 0281 0091
(.0241) {.0350) (.0078) (0357 {.0427) (0339) (.0159)
Gy .0734* .1865% 0384 —.0792 A4653* 0874* 2276*%
(0314 {.0456) (.0101) (.0466) {.0556) (.0442) (.0207)
Summary Statistics
R? 168 057 045 132 282 056 100
F 35.58* 10.75% 8.238% 26.75% 69.48* 10.37* 19.59*
S, 1,703.3 24738 550.1 2,527.0 30175 2.398.6 1,i234

NotE: The number of observations in each regression is 1,599.



TaBLE 7-5. NEw YORK STATE MUTUAL SavinGs Bank INPUT-OUTPUT COEFFICIENTS

United States State and
Government Local
Cash Securities Securities
Intercept 9.066 —13.988 1.204
i, 2109* 1948+ 0039
{.0294) (.0454) (0118)
M, - .0986* 1350* —.0365*%
{.0279) {.0431) (-0112)
m,_, —.0051 —.1147* —.0241*
(0218} (0336} (.0087)
M, s —.0718* 0846* — 0102
. {.0237) (.0365) {.0095)
,_, 0362 —.1132* -.0028
(0238) (0367) (.0095)
M, 5 -—.0313 —.0211 —.0205%
(0224) (.0346) (.0090)
i, _g —.0450 —.1688* Mms7
{.0282) {.0435) (.0113)
M, — 0081 —.1626* 0119
(.0278) (.0429) (0111)
& {0485 1745* A0343*
(.0253) (.0391) (.010H)
R 070 063 047
F 14.01* 12.44* 9.140*
hy 4535 700.1 1817

Other
Securities

—52.806
0797*
{.0375)
D613
(0336)
0143
(.0278)
— .08%6*
(0302}
D907+
{.0303)
-.0109
(.0286)
1031*
{.0360)
—.1025*%
{.0355)
.1285*
(.0323)

Summary Statistics
045
8.656*
578.6

Mortgage
Loans

61.087
3289*
(0415)
0629
(.0394)
0951%
(:0307)
1360*
(0334)
0524
(.0335)
1611%
(0317)
0375
(.0398)
2052*
{0392)
2043*
(0357)

447
149.9*
640.0

Other Loans

2277
0947
(0142)
- 1131*
{0135)
— 0298*
(0105}
0422+
(0114)
— 0448*
(0115)
0263*
{0108)
0233
(.0136)
0170
(0134)
1202+
(.0122)

384
115.7*
2182

Qther Assets

~2.157
0862*
(0271)
— 0110
(0257)
0639
{.0200)
— 0899*
(.0218)
— 0199
(.0219)
1046+
{.0206)
0364
(.0259)
0388
(.0256)
2022¢
(0233)

072
14.33*
417.2

NoTE ; The number of observations in each regression is 1,681.
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assets.® The portiolio models of chapter 3 predict that in such circum-
stances these investments should be very sensitive to a bank’s deposit
history. Banks in the other areas may invest without penalty in both
United States government{ and private sector securities, For such banks
there is little reason to expect any one of these securities to be closely
related to deposit flows, but total securities should be.

Although all variables are measured as first differences, intercepts are
estimated in an attempt to eliminate an obvious nonstationarity in
savings bank portfolic behavior. The nonstationarity is that sample
banks invested approximately 100 percent of their growth in total assets
in mortgage loans during the five years ending December 31, 1963, but
on that date only about 70 percent of savings bank assets were held as
mortgage loans. Thus, the inclusion of intercepts is a crude device that is
essential if the approach of chapters 2 and 3 is to apply. Such intercepts
clearly cannot persist indefinitely ; slowly growing banks would eventually
be predicted to hold negative quantities of certain of their assets. Intercepts
serve to climinate unidentified nondeposit-flow events which were affecting
portfolios during this particular sample period. The specification assumes
that these events had a constant eflfect in every month and that, once
eliminated, estimated deposit flow coefficients measure dynamic portfolio
adjustment patterns that would be observed in other time periods.

The intercepts suggest that all four groups of banks were shifting out of
United States government securities, other loans, and other assets and
into mortgage loans during the forty-one-month period ending December
1963. Three of the four groups of banks were shifting out of cash and other
securities as well. The units for intercepts are thousands of dollars per
month. Intercepts for individual assets vary across samples, in part be-
cause of differences in average bank size.

An interpretation of this pattern is that commercial banks and other
competitors were forcing savings banks to raise the average rate of
interest paid on deposits. Because of the long maturity of mortgage loans,
returns realized from existing savings bank assets rose very slowly. Since
new mortgage loans were the highest yielding assets available to savings
banks, these banks shifted heavily into mortgage loans.®

5. For a discussion of this point see National Association of Mutual Savings Banks [1962,
p. 130).

6. Mortgage loan interest rates were falling during all of this period. Therefore, it is not
correct to argue that savings banks were rcaching for newly attractive high yields on such
loans. It is probably more accurate to argue that savings banks and savings and loan associa-
tions were forced by this competitively induced cash flow shortfall to drive mortgage loan
interest rates down. In this connectionsee Brainard and Tobin [1963] and Hester [1969].
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As noted in chapter 4, the fact that a bank’s total assets are equal to the
sum of its Habilities and net worth imposes a number of restrictions on
parameters reporled in tables 7-2 through 7-5. In each table the row sums
of cocfficients pertaining to contemporaneous first differences in regular
savings deposits, M,, and in all other deposits, liabilities, and capital, ¢,,
theoretically should be unity. Row sums of intercepts and coefficients of
lagged first differences in savings deposits should be zero, These conditions
are satisfied to a high order of precision for Connecticut and Massachusetts
banks and, apart from a minor discrepancy in the intercept, for New
York State banks as well. In the case of New York City banks, somewhat
greater aberrations were detected, which are apparently a consequence of
(i) failing to prescale variables and/or (2) the fact that raw data were
subject to a less-than-perfect set of balance sheet checks.” No row sum
of New York City bank coefficients differed from its theoretical value
by as much as 0.005, but the sum of the seven intercepts was — 2.104, This
discrepancy is very unlikely to affect any of the substantive conclusions
of this chapter.

Estimated deposit coefficients tend to be erratic but broadly conform
with predictions of the theory in chapter 3. Thus, all four sets of banks
have significant positive cash changes in response to contemporaneous
deposit inflows. With the exception of quarterly echoes, which may reflect
deposit interest withdrawals, other coefficients in the cash equations are
negative or insignificant as the theory predicts.

During the first two months after a deposit inflow, banks in Connecticut
and the two New York samples are predicted to invest approximately
32 percent of the inflow in United States government securities. Because
of previously mentioned legal restrictions, Massachusetts banks arc
estimated to place about 84 percent of their flow in these securities
during this time interval. In subsequent months banks dispose of these
securities, and the proceeds are invested in other less liquid assets, again
as the theory predicts.

7. The first-mentioned source of error is likely to be important only in the case of the
large New York City banks where occasional sizable deposit changes may result in insidious
rounding errors within a computer. The second source refers to the fact that savings bank
balance sheets were required to balance only up to a discrepancy of 0.25 percent in each month
as explained in chapter 5. This threshold check level was selected because raw data were
recorded in thousands of dollars, and for small banks a deviation slightly smaller than this
magnitude could have occurred in the raw data quite frequently and innocently due to
reporting rounding. It was a careless oversight on our part not to have imposed a much more
restrictive standard on the New York City sample, where no such small banks were present.
However, the costs of attempting to rectify this error were prohibitive when it was finally
recognized.
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State and local securities are quite poorly described by the model; in
the case of Massachusetts banks the regression is not statistically signifi-
cant when judged by an F-test. No uniform coefficient pattern recurs
among the three samples with significant regressions. This is a very
sensible result because in most instances savings banks should not have
been acquiring these securities. During the sample period savings banks
were favored by the federal income tax statutes to such an extent that
typically they paid no taxes. Because interest paid on these securities is
tax-exempt, their before-tax yields were very low. Securities whose
interest is taxable dominate state and local securities in savings bank
portfolios.

Other securities consist primarily of corporate bonds, equipment
obligations, and equity securities, Apart from Massachusetts, savings
banks are observed to acquire significant amounts of these assets within
a month or so after a deposit inflow. Connecticut and New York City
banks place about 20 percent and upstate New York institutions put
about 14 percent of a deposit inflow into such securities. Coefficients on
lagged deposit flows exhibit considerable instability from month to month
and no uniformity across samples. Connecticut banks appear to view
them as secondary reserves that are slightly less liquid than United
States government securities ; beginning about five months after a deposit
inflow, they tend to be sold in order to acquire mortgage loans. Both
groups of New York banks, on the other hand, seem to view them as
“final” assets which will be traded frequently, but held in their equilibrium
portfolios. No explanation for this difference in Connecticut and New York
bank behavior is apparent.

Mortgage loans are acquired by all groups of banks simultaneously
with a deposit inflow and then in larger quantities subsequently as the
theory predicts. Both groups of New York banks acquire large volumes
of mortgage loans almost immediately, 21 percent and 33 percent of a
deposit inflow, whereas Connecticut and Massachuseits banks get 14
‘percent and 6 percent, respectively, in the first month. Connecticut banks
add to their mortgage loans quite steadily at the rate of about 12 percent of
the inflow per month over the whole period. The other three samples
tend to concentrate acquisitions between three and five months after a
deposit inflow, with a substantial further block being acquired in the last
reported month for New York State and Massachusetts banks. New York
City banks have a very high proportion of insured mortgages, which are
often purchased in the national market through mortgage bankers, and
this may account for their relatively more rapid adjustment in morigage
loans,
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As noted above, adjustment paths of other loans appear to resemble
those hypothesized for a combination of cash and short-term government
securities in all four samples of banks. Thus, between 9 percent and
22 percent of a deposit inflow is lent during the month of the inflow, These
loans are apparently of a very short-term character, for they tend to
disappear within the next few months, and the resulting funds are placed
in United States government securities, other securities, and mortgage
loans. The composition of other loans is unclear although they probably
include construction loans and short-term commercial advances.

Residual other assets, reported in the last column of each table, tend to
increase in the month of a deposit inflow but otherwise have no very
interesting pattern. Both sets of New York banks have adjustment paths
that imply considerable trading activity in these assets; for other banks
their level is quite unresponsive to deposit flows. The very helerogeneous
character of these assets discourages further attempts at interpretation,

TaBLE 7-6. ESTIMATED EQUILIBRIUM SHARES OF A DEPOSIT INFLOW

New York New York

Asset Acquired Connecticut  Massachusetts City State
Cash L0063 0102 0134 —.0128
U.S. govt. sec. —0723 1578 —.0066 —.1660
State and local sec. —.0415 0006 —.0333 — 0626
Other securities 0422 —.0198 .2694 1461
Mortgage loans - 9978 8018 7452 1.0791
Other loans 0375 0253 —.0202 0158
All other assets .0301 0239 0327 —.0001

Check sum 1.0001 9998 "1.0006 9995

Table 7-6 reports estimates of the share of an initial deposit inflow that
will be held in each of the seven assets at the end of an assumed eight-
month adjustment period. The table is computed by summing deposit
coefficients appearing in each column of tables 7-2 through 7-5. The
check sum illustrates the precision to which the previously described
balance sheet constraints are satisfied over the eight-month interval. All
numbers in table 7-6 should be construed as point estimates,

The first and last rows of table 7-6 indicate that at the end of eight
months essentially all of the deposit inflow has disappeared from cash and
residual other assets into income-earning assets. This outcome seems quite
sensible in terms of the theory of chapter 3. With the possible exception of
New York State bantks, the result is consistent with the proposition that
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savings banks have a small positive marginal long-term propensity to
hold cash against deposits.

The negative entries in the second row of this table suggest that the
estimated structure is not invariant over time.® Evidently, incorporating
intercepts in each equation did not suffice to eliminate the previously
reported nonstationary portfolio behavior by some savings banks. In
particular, estimates for both Connecticut and New York State banks
imply that they sell sizable quantities of government securities in response
to a deposit inflow.® This result is not predicted by the theory and is con-
sidered in great detail in the subsequent sections. New York City banks
appear to acquire essentially no government securities in response to an
inflow. In long-run equilibrium Massachusetts banks arc estimated to
hold about 16 percent of a deposit inflow as government securities. Both
of these ltatter results are consistent with a hypothesis of invariant port-
folio behavior.

State and local securities also exhibit a lack of invariance, since small
negative long-run equilibria were found for the Connecticut and the two
New York bank samples. Given the general theoretical issue of why
banks should be observed to hold such assets, this violation does not seem
qualitatively important.

Estimated equilibria for other securities vary widely across the four
samples, and for the untypical taxation case of Massachusetts, the
equilibrium is slightly negative. Since prime corporate security yields
typically exceed yields on United States government securities, it is not
surprising that the three other groups of banks should have preferred
corporate securities, but the explanation of differences among equilibria
1S not apparent.

Mirroring the lack of stationarity in United States governmeni securi-
ties, Connecticut and New York State banks are estimated to place about
100 percent of a deposit inflow in mortgage loans when in equilibrium.
This result is what one would expect to observe if savings banks were

8. In this discussion invariance implics that no asset has a long-run negative response to a
savings deposit inflow. A pattern with a negative response could not continue indefinitely
for a bank that grows at a constant arithmetic rate; eventually it would have none of that
asset. A bank growing at a sufficiently high geometric rate can avoid depleting its stock of the
asset if the adjustment path tmplies initial large positive holdings. An apparent lack of
invariance was also reported in the preceding chapter when studying the relation of cash
holdings to time deposit flows. As was explained, that relation probably reflects a comple-
mentarity between time deposit investments and demand deposit liquidity requirements.

9. No attempt was made to test the statistical significance of these negative equilibrium
shares because it was found that the absolute value of the negative shares was an increasing

function of the length of the assumed adjustment period. See the subsequent section for
details.
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operating in a world where a perfect secondary market existed for mort-
gage loans: it is not a result to be expected in the environment envisioned
in chapters 2 and 3. Massachusetts and New York City banks, on the
other hand, are observed to have equilibrium mortgage loan shares that
are consistent with the theory’s predictions. The estimated equilibrium
mortgage loan share for New York City banks is almost identical with their
observed share of mortgage loans at the end of the sample period.!® A
number of hypotheses that might account for these intersample differences
are considered in the subsequent section.

Equilibrium shares of other loans and other assets aiso vary slightly
across samples, but their sum is positive for each of the four groups of
banks. Banks outside New York City tend io have larger equilibrium
levels of other loans.!! _

The coefficients on the variable measuring first differences in bank net
worth and all other liabilities, ¢,, are also equilibrium levels, since banks
are assumed to respond instantaneously to such predictable flows. The
plausibility of these estimates is very difficult to assess because of the
heterogeneous character of the measured flows. For ¢xample, interest on
savings deposits was paid into deposit accounts at quarterly or semiannual
intervals during the sample period. No doubt a large part of the variance
of ¢ reflects movements in accrued interest, which, depending upon
withdrawal propensities of depositors, will be placed in more or less
liquid assets. Other components of ¢, include additions to savings club
accounts and retained earnings and are likely to have different equilibrium
asset shares. In tabies 7-2 through 7-5 all four groups of banks are found to
invest relatively large fractions of these flows in mortgage loans and/or
United States government securities. At least two groups of banks place
statistically significant amounts in each of the seven asset categories,

One final remark concerns variations in the reported standard errors of
estimate. They are measured in thousands of dollars and vary across
samples very roughly in proportion to average bank size. With the
exception of other securities and other loans, the rank correlation of
standard errors with the mean bank sizes reported in chapter 5 is unity.
The reported estimates of this section are likely to be somewhat in-
efficient owing to the presence of heteroskedasticity. As noted earlier,
however, this fact is not very damaging since the samples being studied
are quite large.

10. See table 5-8.

11. Banks in the same three samples were previously reported Lo use other loans quite
extensively when effecting short-term porifolio adjustments. This was attributed to imperfec-
tions in capital markets served by those banks.
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3. FURTHER STUDIES OF THE MuTUAL SAVINGS BANK
SAMPLES

Results reported in tables 7-2 through 7-6 broadly conform to predic-
tions of the theory of chapter 3 but fail to exhibit the important property
of invariance in two samples. The present section attempts to expose the
nature of this nonstationarity in greater detail and reports tests of a
number of subsidiary hypotheses that might account for the anomaly,
In addition, the estimated structural equations are used to predict sample
savings bank portfolios outside of the period from which the relationships
have been estimated.

Before pursuing these two topics, however, it is instructive to compare
the mutual savings bank results with those obtained for corresponding
assets held by commercial banks.!? Figures 7-1 and 7-2 report plots of
estimated adjustment paths for mortgage loans and government securities
respectively. The commercial bank paths have been constructed from the
time deposit coefficients reported in table 6-2. The commercial bank
government security path was constructed by summing the columns
labeled “‘Shorts™ and "*1-55"; an arithmetic average of the first four
coefficients was used to estimate the immediate month impact of time
deposit inflows on assets. The mortgage loan path is a plot of mortgage
loan coefficients, with the first four elements of the column again averaged
into a single element. Savings bank paths have been constructed for each
sample by plotting the cumulative column sum of deposit coefficients for
mortgage loans and government securities, reported in tables 7-2 through
7-5.

The plots illustrate the change in a bank’s mortgage loans or govern-
ment securities that is predicted in response to a single permanent deposit
inflow to a commercial or savings bank. In every case a large fraction of
the inflow initially appears in government securities, and then, as time
passes, these securities are converted into mortgage loans. The change
in all other assets can be inferred from the two figures for each class of
intermediary; it is the difference at each point of time between unity and
the sum of the corresponding path ordinates. Two features of the plots
should be noted. First, both groups of intermediaries appear to adjust to
their long-run equilibria in about the same time span. Thus, the fraction

12. None of the primary mutual savings bank assets exactly corresponds to commercial
bank assets studied in chapter 6. Thus a smaller fraction of commercial bank mortgage loans
is insured by government agencies than is the case for mutual savings banks. Similarly,
the maturity distribution of government debt is likely to vary between the two classes of
intermediaries and is not available in any detail for savings banks,
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of commercial bank time depostts held as mortgage loans and govern-
ment securities is essentially at the equilibrium level after nine months
have passed; after seven months both assets are quite close to equilibrium
levels. In the pilot sample experiments reported in section 1 it was esti-
mated that approximately seven lagged monthly changes were necessary
to describe adjustments of savings bank mortgage loans to equilibrium,
In the present section this result is confirmed for those samples where
stability was found—that is, for Massachusetts and New York City banks.

/ New York State
Fraction 1.0 — .
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Inflow L~
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FIGURE 7-1. BANK MORTGAGE LOAN ADJUSTMENT PATHS

Second, while the adjustment spans are similar, the estimated equilibrium
portfolio shares differ greatly between commercial bank time and savings
deposits and mutual savings bank deposits.!? Commercial banks have
about one-third as large a percentage investment in mortgage loans as
savings banks. Relative to savings banks, they hold more government
securities {except perhaps in Massachusetts) and clearly hold large
amounts of the other assets listed in table 6-2. Apparently this difference in
portfolio behavior is a consequence of legal restrictions on portiolio
composition and/or differences in management objective functions,

13. The equilibrium shares shouid be interpreted as estimates for the mean sample bank
in each case. :
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because in the next chapter we report that the two types of deposits have
very similar autoregressive structures. Both types of institutions un-
doubtedly face the same structure of brokerage charges. Savings banks are
subject to more stringent legal restrictions on their assets and liabilities
than commercial banks, but restrictions will not entirely explamn the
observed differences [National Association of Mutual Savings Banks,
1962, pp. 104-03].
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FIGURE 7-2. BANK GOVERNMENT SECURITY ADJUSTMENT PATHS

At this point it is desirable to return to the diverse results of section 2
and to consider subsidiary hypotheses that may account for differences
among the samples of savings banks. These hypotheses are:

1. The pilot sample determination of the adjustment time span was
faulty.
(a) Different time spans are appropriate for different samples.
(b) Theexistence of a fixed-adjustment span depends upon the existence
of invariance in the structure.
(c) The estimated time paths are insensitive to the assumed span.
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2. Important structural shifts occurred during the period under study.
{a) The shifts invalidated the intercept adjustment for nonstationarity.
(b) The shifts implied that no stationarity exists in the matrix of

estimated deposit coefficients.

Hypothesis 1a can be studied by extending the horizon beyond eight
monthly changes and testing whether or not the inclusion of additional
deposit change variables significantly improves descriptions of first
differences in savings bank assets. When the number of deposit change
variables was expanded from eight to eleven, at least five asset regressions
were significantly improved at the 1 percent level in F-tests for each of the
Connecticut, Massachusetts, and New York City bank samples. For New
York State banks, only other security and mortgage loan regressions were
significantly improved. Essentially the same pattern of significant im-
provements was obtained when the number of consecutive deposit
changes was expanded from eleven to fifieen. Evidently the pilot sampie
determination of the adjustment span was misleading. However, the
seriousness of this disconcerting outcome is not great, as can be ascer-
tained when hypothescs 1b and 1c are examined.

TaBLE 7-7. ESTIMATED EQUILIBRIUM SHARES OF A DEPOSIT INFLOW OVER
EXTENDED HORIZONS

New York New York

Asset Acquired Connecticut  Massachusetts City State
11-Month Horizon
Cash —.00351 — 0024 0204 — 0189
U.S. govt. sec. —.0966 1917 —.0144 ~.1550
State and local sec. —.0318 —.0002 ~.0253 —.0697
Other securities 0201 — 0171 2691 1123
Mortgage loans 1.0605 7908 163 1.1197
Other loans 0292 0120 0015 0158
All other assets 0234 0249 0331 —.0047
Check sum 9997 9997 "1.0007 9995
15-Month Horizon
Cash —.0032 0034 0039 0016
U.S. govt. sec. —.0891 1453 0260 —.1765
State and local sec. —.0269 —.0012 —.0298 ~ 0672
Other securities —.0335 0059 1738 0778
Mortgage loans 1.1138 8058 7938 1.1518
Other loans 0161 0110 ©.0006 0127
All other assets 0250 0299 0325 —.0009

Check sum 1.0002 1.0001 1.0008 9993
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Table 7-7 reports evidence concerning hypothesis 1b; it shows estimated
equilibrium asset shares when deposit inflow horizons are eleven and
fifteen months. For every asset in the invariant Massachusetts and New
York City bank samples, the equilibrium shares are not meaningfully
affected by extending the horizon from eleven o fifteen months. Further-
more, these shares do not differ appreciably from their counterparts
estimated for an eight-month horizon, which are reported in table 7-6.

On the other hand, equilibria for the nonstationary Connecticut and
New York State samples appear to move as the time horizon is extended
from eight to fifteen months. In particular, equilibrium shares of mortgage
loans are an increasing function of the length of the adjustment horizon.
Therefore, hypothesis th is accepied . the existence of a fixed adjustment
span depends upon the existence of invariance.

Hypothesis lc is most conveniently examined by referring to figures 7-3
through 7-6, which exhibit adjustment paths for mortgage loans and
government securities estimated for different horizons. As before, adjust-
ment paths for the sum of the remaining five assets can be calculated for
each horizon by subtracting the sum of the plotted ordinates from unity.
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MENT PATHS: DIFFERENT HORIZONS
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Inspection of figures 7-4 and 7-5 shows that for both Massachusetts
and New York City banks the adjustment paths over the first eight
months are essentially unaffected by varying the horizon, Therefore, the
eight-month horizon results reported in tabies 7-3 and 7-4 can be inter-
preted as reliable short-run estimates, regardless of the horizon being
studied. The price paid for the faulty pilot sample determination of
the horizon for these samples of banks is very slight.'* Both the most
interesting part of the adjustment path and the long-run equilibria are
remarkably insensitive to this misspecification. Additional early deposit
change variables describe relatively minor erratic movements about
equilibria.

The adjustment paths for Connecticut and New York State banks
displayed in figures 7-3 and 7-6 reveal a very different story. For both
samples, as the horizon increases the adjustment path for mortgage loans

14. The loss of explanation from ignoring very early deposit changes is quite small; R?
was typically improved by 1 or 2 percent when three or four additional deposit change vari-
ables were added. Such improvements are statistically significant with 1,000 degrees of
freedom, but not of great quantitative import. The pilot sample determination missed these
minor improvements because only 470 obscrvations were available.
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rotates clockwise from a nearly common origin on the vertical axis. The
rate at which these banks are estimated to convert a given deposit inflow
into mortgage loans is a decreasing function of the assumed length of the
adjustment span. The adjustment path for government securities, on the
other hand, does not exhibit similar instability. Therefore, compensating
counterclockwise shifts in the adjustment paths of some or all of the five
remaining assets must occur in order to maintain the balance sheet
identity.

Figures 7-7 and 7-8 report cash and other security adjustment paths for
the Connecticut and New York State banks, respectively. In both samples
it is apparent that the path of other securities fluctnates with the length
of the adjustment span and varies inversely with the mortgage loan path.
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Figure 7-7. ConngecTiCUT CASH AND OTHER SECURITY ADIJUSTMENT PATHS:
DIFFERENT HORIZONS

The cash adjustment paths, on the other hand, are largely unaffected over
the first six or eight months by the choice of an adjustment horizon. No
complete explanation is available for why other securities and mortgage
loan paths should be jointly sensitive to choice of horizon. It does seem
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plausible that both cash and government security paths should be more
stable, since the theory suggests that their shapes are primarily a function
of time invariant brokerage fees and other transactions costs. Furthermore,
because of the balance sheet identity, one or more of the remaining four
assets must compensate for the path of mortgage loans, Apparently, the
single compensating asset is other securities.!® The conclusion is that
hypothesis Ic is accepted for New York City and Massachusetts, but
rejected for New York State and Connecticut banks.
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FIGURE 7-8. NEwW YORK STATE CASH AND OTHER SECURITY ADJUSTMENT PATHS:
DIFFERENT HORIZONS
15. The adjustment path of the sum of the remaining three assets, state and local securities,

other loans, and residual other assets, appears to be quite flat and is insensitive to variations
in horizon over the first eight months.
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The second set of hypotheses concerns the residuals of equations
reported in tables 7-2 through 7-5 and whether the reported coefficient
structure is stationary in successive cross sections. Figures 7-9 and 7-10
report time series of the mean estimated mortgage loan residual for each
of the four samples of savings banks. The time paths are similar in that all
four groups acquired somewhat less than the predicted volume of mortgage
loans in late 1960 and early 1961, when the economy was passing through
the trough of a recession, and somewhat more than the predicted amounts
during late 1963. This pattern is more e¢vident in the two New York
samples and is almost nonexistent in the case of Massachusetts. It suggests
that savings bank portfolios are only slightly sensitive to the level of
aggregate economic activity after the effects of deposit flows have been
removed ; this is consistent with the maintained hypothesis that bank
behavior can be studied fruitfully without specifying credit demand
equations. Furthermore, the presence or absence of invariance does not
seem to be related to residual patterns, since New York State and Con-
necticut mortgage loan residuals are not very different from those of
Massachusetts and New York City banks. Finally, no evidence of strong
seasonality appears in any of the residual seties.
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Figure 7-10. MEAN MORTGAGE LOAN RESIDUALS: MASSACHUSETTS AND
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Since the balance sheet identity implies that the sum of the residuals
must equal zero, some or all of the six other assets must be fluctuating
inversely with mortgage loans. To avoid redundant reporting of results,
attention will be restricted to New York City banks, where the mortgage
loan residuals suggest the greatest cyclical sensitivity. Figures 7-11 and
7-12 report time series of residuals from cash, United States government
security, other security, and other loan regressions for these banks.

In figure 7-11 other security residuals are predominantly positive until
the middle of 1961, positive again during the middie of 1962 and 1963, and
negative elsewhere. Government security residuals are predominantly
positive in 1961 and negative in 1962. Together, these two assets have
positive residuals in 1960 and early 1961 and negative residuals during
late 1962 and 1963. Unexplained variations in first differences of mortgage
loans were largely offset by unexplained variations in first differences of
securities.'® Residuals of first differences in cash, reported in figure 7-12,
have no discernible trend or cyclical sensitivity. Residuals of first dif-
ferences in other loans also move quite erratically over time, although
they tend to be negative until the middle of 1961 and positive during most

16. Itis tempting, but erroneous, to conclude from this result that securities and mortgage
loans are substitutes. They may be substitutes, but it is not possible to identify substitutes
without further restrictive assumptions.
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of 1962. This pattern might be evidence of a weak procyclical fiuctuation
in loan demand. The overall conclusion from studying residual plots is
that the rather arbitrary intercept adjustment for nonstationarity was not
perfect, since mild cyclical fluctuations in residuals are apparent for at
least four of the seven assets studied. Formally, hypothesis 2a must be
accepted. However, residuai patterns do not suggest gross misspecification
of the structure.

For reasons of computer economy, hypothesis 2b is examined using only
the sample of New York City banks. Separate equations were estimated
for each of the forty-one monthly cross sections. Since only thirty-nine
bank observations are available for each cross section, coefficients are

expected to be somewhat erratic. Two formal hypotheses are considered
using the analysis of covariance model:

1. Cross-section equations exactly analogous to those reported in table
7-4 do not differ from one another across the forty-one months.

2. After eliminating the effects of time intercept variations, cross-section
equations do not differ from one another across the forty-one months.

In order to test the second hypothesis, it is necessary to eliminate noise
attributable to the intercept approximation. These hypotheses are tested
for cash, government security, other security, and mortgage loan regression
equations. Results, reported in table 7-8, show that both hypotheses are
rejected. Before eliminating time period means, each of the four asset
equations varied significantly among cross sections.!” After eliminating

17. This finding confirms the presence of nonstationarity, which was first detected in
pilot experiments on mortgage loans reported at the beginning of this chapter.
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these means, the hypothesis that cash equations did not vary across time
could not be rejected. However, analogous hypotheses were rejected in
the cases of government security, other security, and mortgage loan
equations.

TABLE 7-8. ANALYSIS OF COVARIANCE OF NEwW YORK Ciry EQUaTIONS

U.S.
Government Other Mortgage
Cash Securities Securities Loans

(1) Pooled sum of

squares 46.103 97.242 101.473 144.681
(2) Sum of cross-

section sum of

squares 29.424 48.665 40.134 62.462
(3) Sum of cross-

section means

squared 6.485 4375 5484 12,363
F, (Hypothesis 1) 1.685%* 2.967%* 4.543%+ 3.913%*
F, (Hypothesis 2) 1.144 3.000%* 4,506+ 3,697+

NotE: Two asterisks indicate that the corresponding ratio is significantly different
from unity at the 1 percent level.

For reasons that are not entirely clear, savings banks varied their
acquisitions of assets in response to deposit inflows in different months
over the sample period. This seemingly erratic pattern must be attributed
to a number of factors that vary over time and are not included in the
structural equations. Promising candidates include interest rates on both
savings deposits and various assets, uncertainty about cash flows, and,
perhaps, changing objective functions of mutual institutions.'®

To gain further insight into this ¢ross-section variation, it is instructive
to examine the time series of estimated equilibrivm shares constructed
from the forty-one regression equations. Attention is restricted to first
differences in mortgage loans, which are plotted in figure 7-13. The pooled
regression suggested that eventually about 75 percent of a deposit inflow
would appear in New York City bank mortgage loans. This share clearly
varied considerably over time. No evidence of seasonal contamination
appears in the series of estimated equilibrium shares. Also, no similarity

18. It should be recalled that nonstationarity was not detected in the commercial bank
sample considered in the preceding chapter when an analogous covariance analysis was
performed.
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exists between mean bank mortgage loan residuals, reported in figure 7-9,
and the series of equilibrium shares. The series of shares was less erratic
in 1962 and 1963 than it was in earlier months, but it shows no easily
interpretable pattern.
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FIGURE 7-13. MORTGAGE LOAN EQUILIBRIA ESTIMATED FROM MONTHLY CROSS
SecTions: NEw YORK CiTy BANKS

In late 1959 and early 1960, savings banks, particularly those in New
York City, were subjected to large deposit fluctuations because of the
issuance of a four-year, ten-month Treasury note bearing a coupon of
5 percent in October 1959. Large amounts of these “‘magic fives” were
purchasedl by individuals who substituted them for savings deposits in
their portfolios. This unprecedented loss of deposits was widely discussed
in the financial press. An interpretation of figure 7-13 is that this event
shocked savings banks into making radical portfolio changes in the
expectation that this event might recur. When it did not, savings banks
returned to a portfolio policy more easily described by the input-output
model.
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4. BACKCASTING WITH THE INPUT-OUTPUT MODEL

For previously explained reasons of compuiational economy, only the
last forty-one of fifty-nine available monthly observations on cach sample
bank were used to cstimate the input-output structure. Since only eight
monthly deposit changes are required to apply this structure, a total of
eleven monthly asset changes for each bank can be studied that have not
been used to estimate the reported coefficients. The following paragraphs
describe the success with which the structure predicted events in this
turbulent eleven-month period, September 1959 through July 1960.1°

For selected assets, table 7-9 reports mean monthly forecast errors
(actual-predicted values) for a bank in each of the four populations. To
provide perspective, table 7-10 shows the observed mean changes in the
same assets by these banks. It is apparent that forecasting errors are large
in relation to the observed movements, with the possible exception of
mortgage loans. Cash forecasting errors tend to be large and erratic with
the exception of New York City banks, where very large errors occur at
the semiannnal dividend months of December and June. New York City
banks were shifting from a semiannual to a quarterly dividend interval
during the sample period. The simple input-output model is not capable
of desc¢ribing such structural shifts.

With the exception of the untypical Massachusetts banks, the estimated
equations overpredict changes in government securities. The estimated
negative intercepts in security equations were not sufficient to track the
rapid liquidation of United States government securities during the
eleven-month period. Apparently the structure changed between the
forecasting and estimation periods. This is not surprising given the crude
adjustment for nonstationarity that was attempted.

The very large negative errors in forecasting security changes by New
York City and Massachusetts banks in October 1959 suggest that they
may have been very strongly affected by the issuance of the previously
mentioned magic fives. The simultaneous positive cash errors together
with the negative adjustment in the following month suggest that these
banks slightly overreacted to the crisis. New York State and Connecticut
banks apparently were not similarly affected.

Other security and mortgage loan errors appear random for each
bank population and do not suggest an interesting interpretation or
uniformity across groups of banks on a given date. Because of the balance

19. In addition to the magic-fives episode, the yield curve on Treasury securities ex-
perienced a severe and sudden fluctuation. It was predominantly downward sloping at the
end of 1959, but by June 1960 it was upward sloping.



TABLE 7-9. FORECAST ERRORS OF MEAN MONTHLY AsSET CHANGES: SEPTEMBER 1959-JuLy 1960
{in thousands of dollars per bank)

Asset

Cash

U.S. govi. sec.
Other securities
Mortgage loans

Cash

U.S. govt. sec.
Other securities
Mortgage loans

Cash

U.S. govt. sec.
Other securities
Mortgage loans

Cash

U.S. govt. sec.
Other securities
Mortgage loans

Cash

U.S. govt. sec.
Other securities
Mortgage loans
Remainder

9/59  10/59
26 -4
—128 —105
-21 10
83 104
—16 133
—53  —205
-1 48
-2 11
~521 639
178 - 1,676
135 541
-35 656
—117 26
117 91
—177 —86
24 ~25

Connecticut

237

— 1,770
173
1,502
—142

11759 12/59 1/60 2/60 3/60 4/60
Connecticut Banks (32 banksj
84 76 6 91 —29 — 168
-83 -92 — 50 —64 —353 ~170
—157 214 0 43 —215 293
91 — 141 149 —69 566 -8
Massachusetts Banks (89 banks)
—60 -9 —19 —-10 2 -28
27 —51 95 126 4 83
—45 —4 -22 45 -22 -2
37 85 -3 —120 -98 44
New York City Banks (39 banks})
-230 1,345 —1,098 74 —95 —-78
—128 —29 —726 —432 —206 —1,302
327 - 540 351 —218 364 563
366 —405 1,531 445 -314 35
New York State Banks (41 banks)
71 115 —194 85 48 —-133
—-145 —226 134 —113 44 — 181
132 163 28 28 127 147
—60 —40 -30 63 —148 46

Cumulative 11-Month Forecast Error

Massachusetts New York City
3 1,044
10 —6,704
—49 2,629
71 1,579
—35 1,452

New York State
85
—1,184
479
320
300

5/00

5
—~194
—44
173

—1i3
—31
13
23

203
—770
720
—378

318
—415
=37
125

6/60

112
~353
59
211

—10
3

10
—-33

1,563
~462
89
—79

- 107
-339
97
298

7i60

78
—178
-9
343

i4
32
27
48

—758
— 1,151
951
~243

-27
—151
57

67




TaBLE 7-10. MEAN MONTHLY CHANGES IN SELECTED ASSETS: SEPTEMBER 1959-JuLy 1960
{in thousands of dollars per bank)

Asset

Cash

U.S. govt. sec.
Other securities
Mortgage loans

Cash

U.S. govt. sec.
Other securities
Mortgage loans

Cash

U.S. govt. sec.
Other securities
Mortgage loans

Cash

U.S. govt. sec.
Other securities
Mortgage loans

9/59

34
-170
-2
379

1
—40
—15

204

—140
— 208

331
1,320

—~128
67
—188
386

10/59 11759
-63 98
—-196 —-112
—38 —153
395 308
69 —60
—534 —232
-51 -~ 53
206 216
=27 163
—2.741 - 517
—487 — 280
908 1,082
-31 100
—154 —226
—104 78
296 303

12/59 160 2/60 3/60 4160
Connecticut Banks (32 banks)
42 26 83 2 — 200
—282 18 —-151 =277 - 262
83 116 102 —122 254
6 474 157 826 226
Massachusetts Banks (89 banks)
32 —40 11 66 —73
44 122 199 176 16
-22 —-31 38 -36 -4
267 130 63 98 168
New York City Banks (39 banks}
1962 -2,155 478 333 -0920
138 —-791 =596  —522 —1427
—460 —51 —525 779 —637
1,205 2,203 1,709 1,531 1,074
New York State Banks (41 banks)

188 —264 76 141 —173
—240 10 —178 123 —236
172 1 —15 105 168
265 275 332 261 320

5/60

23
~225
9

441

—13
46
10

207

445
— 667

332
1,010

339
—~448
-16
473

6/60

79
—570
—54
387

3l
82
-3
192

2,161
—1,078
111
1,262

~51
—344
62
657

7/60

93
—111
92
657

—4
107

17
247

—1,511
—1,255
555
1,316

—55
—236
61
433
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sheet identity and the negative errors on government securities, however,
their cumulative sum is positive for all but Massachusetts banks.

TapLE 7-11. RoOT MEAN SQUARED FFORECAST LERRORS
(in thousands of dolars}

Us.
Government Other Mortgage
Region Cash Securities Securities Loans
Connecticut 80.61 189.93 138.30 230.68
Massachusetts 46.49 87.18 27.54 68.30
New York City 787.18 82243 500.94 57045
New York State 138.43 206.58 111.21 114.50

Table 7-11 reports root mean squared forecast errors computed from
each row of table 7-9. As might be expected, these statistics are smaller
than the individual bank standard errors reported in tables 7-2 through
7-5. Together, tables 7-2 through 7-5 and 7-11 strongly suggest that errors
in bank portfolio equations are not statistically independent and/or that
the structure of the model changed between the eleven-month forecast
period and the forty-one month estimation pertod. This inference can be
drawn because, if neither were true, an application of the law of large
numbers would predict substantially smaller average forecast errors than
were observed. We have already noted that misspecification is evident in
the government securities equation. It ts therefore not surprising that all
groups of government security forecasts have very large root mean
squared errors, given the number of banks in each sample. Seemingly large
root mean squared errors arc also evident in cash forecasts for banks in
the Massachusetts and the two New York samples and in mortgage loan
forecasts for banks in Connecticut and Massachusetts.

As noted in chapter 4, the question of lack of independence of error
terms is important for evaluating the promise of cross-section techniques
in describing aggregative relations. If every bank had an identical positive
or negative residual on a given date, there would be little point in using
cross-section techniques to study aggregative capital markets. This worst
of all possible worlds situation is not even approximately present in the
savings bank samples; residuals vary substantially in size and sign on a
given date. Unfortunately, it is not possible to measure lack of independ-
ence formally unless a maintained hypothesis of correct specification is
adopted. In the present instance this assumption is difficult to defend
because of the crude intercept adjustment. Therefore, no further evidence
on this issue will be offered.
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5. SUMMARY AND THE QUESTION OF MUTUALITY

Many results are reported in the preceding sections; the task now is to
order them in terms of importance and potential for future research. The
principal findings are:

(1} Portfolio behavior by mutual savings banks in the four regions
examivned cannot be described by the same input-output model that
characterized commercial banks in the preceding chapter. Mortgage loans
as a fraction of deposits rose markedly at savings banks in all regions
during the five years being studied. The commercial bank model allowed
for a small amount of fluctuation in equilibria by permitting adjustment
paths to shift up or down on different dates through the use of dummy
variables. However, when equilibria shift greatly, as in the savings bank
samples, adjustment paths are likely to “twist” and not merely shift
vertically. Therefore, the earlier model is inappropriate.°

(2) A somewhat more general first-difference formulation of the input-
output model can be specified which permits equilibria to change linearly
over time. An intercept in each equation was used to measure this linear
drift. In general, the modified formulation described savings bank be-
havior successfully with parameters that broadly conform to theoretical
expectations. However, a number of anomalous empirical results were
also detected which suggest that additional theoretical specification wiil
be required before the structure can be applied confidently.

(3) The most serious discrepancy between theory and result concerns a
fack of invariance that was found in two of the four bank samples. This
means that, afier the intercept adjustment for nonstationary equilibria,
regression estimates of the coefficients implied that a savings bank
eventually would decrease its holdings of at least one asset'in response io
a deposit increase. The lack of invariance became more severe as the
adjustment period lengthened ; therefore, the result is not a consequence
of underestimating the time necessary for a savings bank to reach
equilibrium. _

{4) Apart from this implausible result, coefficient estimates were
broadly similar across the four samples of savings banks, except for
Massachusetts where a local tax law gave government securities a pre-
ferred status- over other short-maturity assets as a secondary reserve.
Thus, all banks had initial increases in cash and government securities,
which eventually were liquidated in favor of mortgage loans. The timing

20. After encountering lack of invariance, the commercial bank model was estimated with
savings bank data. Results were generally inferior to those reported above, and the effort was
abandoned.
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of these adjustments was broadly similar to that found in chapter 6 for
commercial bank time deposiis. The equilibrium change in mortgage
loans in response to a savings deposit inflow, however, was much larger
than had been estimated for commercial bank time and savings deposits.

(5) The problem of lack of invariance was explored in considerable
detail in the preceding section. Principal findings were:

a. The adjustment span is slightly longer than the eight months found in
the pilot sample, but very little information is lost by truncating the
span at eight months.

b. Whenever a lack of mvariance occusred, the adjustment paths of
morigage loans and other securities shifted inversely io one another as
the adjustment span lengthened. Paths of none of the remaining assets
appeared to shift. No explanation for this phenomenon is evident.

c. Residuals for mortgage loans and securities (both government and
other) do not appear entirely random nor do they exhibit conspicuous
seasonality. Mortgage loan residuals tend to be slightly negative during
the recession years of 1960 and 1961 and slightly positive in 1962 and
1963 for the two New York samples. The security residuals had the
inverse of this pattern.

d. An analysis of covariance for New York City banks was performed by
estimating the model from cross sections for each of the forty-one
available months. This analysis suggested that some asset adjustment
paths varied over time. Because only twenty-nine degrees of freedom
were available in each cross section, it was not possible to discern a
systematic pattern.

{6) Finally, the estimated equations were used to forecast savings bank
portfolio behavior outside of the period from which they were estimated.
This forecast period, September 1959 through July 1960, was a period of
wide fluctuations in interest rates and represents a formidable test for the
model. With the interesting exception of Massachusetts, the structure
overpredicted first differences in government securities and under-
predicted first differences in other securities and mortgage loans. Errors
were larger than might have been expected from standard errors reported
in Tables 7-2 through 7-5.

The differences between commercial and savings bank versions of the
input-output model are quite striking. Even when modified, the model was
much less successfully applied to mutual savings banks than was the
corresponding version to commercial banks. It is important that explana-
tions be sought for why the model performs so differently for these
seemingly similar financial intermediaries. A number of possibilities exist.
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Savings bank portfolioc behavior may differ from commercial bank
behavior because (1) these intermediaries are regulated by different
supervisory agencies ; (2) by tradition and/or regulation some assets appear
in one intermediary’s portfolio, but not in the other’s; (3) savings banks
have different charters and presumably objective functions thanp com-
mercial banks; and (4) the liabilities of savings banks are more homo-
geneous (less diversified) than commercial banks.

Some explanations can be dismissed at the outset. First, since both data
scts span approximately the same time interval, March or August 1961
through December 1963, differences in behavior cannot be explained by
differences in general economic conditions. In particular, variations in
market interest rates (and presumably expectations of market interest
rates) cannot expiain differences in portfolio behavior unless they concern
assets that only one of the intermediaries holds. During the three years
under consideration, most interest rates were remarkably stable. Ex-
ceptions were rises in short-term rates, for example, interest rates on
Treasury bills, on four- to six-month prime commercial paper, and most
interest rates paid on savings deposits and savings and loan shares.
Mortgage loan interest rates declined slightly, while most other long-term
interest rates rose very modestly.

Regulatory agencies supervising commercial and savings banks were
very passive during this three-year span. Regulation Q was relaxed
whenever it began to bind. In addition, the tax environments of both sets of
banks were essentially unchanged throughout the period. It is very doubtful
that erratic portfolio behavior by savings banks can be traced to changing
regulations by the various state banking commissioners because regula-
tions were not markedly altered.

The second possible explanation of portfolio differences concerns the
fact that savings and commercial banks hold different assets. For example,
savings banks have common stocks and corporate bonds, which com-
mercial banks are not ailowed to hold, while commercial banks are
distinctive in making commercial and industrial loans. If interest rates
on these intermediary-specific assets moved differently than other rates,
it is likely that portfolio behavior would differ. It happens that a very
sharp decline in stock market prices occurred during 1962, reaching
a low point in June of that year. Inspection of figure 7-11 indicates
that, while New York City banks did acquire more other securities at
this time, residuals were not extreme. We tentatively conclude from this
and from the stability of other asset interest rates that differences in
legal investments do not account for the observed savings bank portfolio
behavior.
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The third possible explanation concerns the fact that mutual savings
banks do not have a well-defined objective function, as noted in chapter 2.
If we accept the premise that stock chartered commercial banks attempt
to maximize the expected value of some function of discounted net income
and that mutually chartered savings banks do not, then there is no reason
to expect that portfolios of these two intermediaries will respond similarly
to a common set of market conditions. In chapter 2 it was argued that
mutual institutions would not be interested in net income to the same
extent as stock institutions, but that they would attempt to maintain their
share of the savings flow and would seck safety 1o a greater extent. Is the
observed pattern consistent with this prediction?

First, recall that in fable 6-3 commercial banks were shifting their
porifolios into mortgage loans, consumer loans, and other assets while
shifting out of short-term government securities. While these shifts were
small, commercial banks were acquiring assets with high and falling yields
and disposing of assets with low and rising yields, just as savings banks,
Second, commercial bank time deposit adjustment paths were far more
erratic than demand deposit paths. Since time deposits constituted a small
fraction of commercial bank liabilities, this picture may be consistent with
a hypothesis that a commercial bank with only time deposits would
exhibit behavior equally as erratic as that of savings banks. Third, com-
mercial bank time deposits did have a negative implied reserve require-
ment. In chapter 6 this was attributed in part to a liquidity effect associated
with the cash flow from time deposit financed assets. An alternative
interpretation now appears to be that this result reflected a irue lack of
invariance. The two interpretations cannot be distinguished with available
data. Therefore, existing evidence does not strongly support a hypothesis
that mutuality is the sole source of lack of invariance in savings bank
portfolio equations—although lack of invariance was certainly more
conspicuous in muteal firms.

Tentatively, it appears that both groups of institutions were quite far
out of equilibrium in 1960 in the sense that neither had invested savings
deposits efficiently nor had paid interest on them which reflected their
true opportunity value. Growing competition from savings and loan
associations and short-term debt instruments threatened to puil these
deposits away from banks unless deposit interest rates rose. In order to be
able to meet this competition, both groups of banks were forced to pay
higher interest rates on deposits and realize greater earnings from such
deposits by investing them in higher yielding and probably more risky
assets. Therefore, government and other securities were liquidated in
favor of mortgage loans. This relation became clear in the savings bank
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study partly because the liability structure of savings banks is far more
homogeneous and because the long maturity of mortgage loans made a
more drastic response essential if cash flows were to be maintained. It is
probably also true that mutual institutions respond to competitive
pressures with a greater lag than stock institutions [Hester, 1967a].

No static explanation other than misguided monopoly power can be
suggested for why banks preferred low interest rate mortgage loans in
1963 instead of high interest rate mortgage loans in 1961. A host of
dynamic stories can be suggested, but they will not be developed here.



CHAPTER 8

On Forecasting Bank Deposits

In this chapter results from applying the autoregressive deposit forecasting
model are reported for both commercial and mutual savings banks.!
These results support the contention of chapter 2 that a distinction should
be made between variability and predictability of deposits. The evidence
indicates that banks with highly variable deposits can still make relatively
accurate deposit predictions,

The first section describes preliminary experiments that were performed
on a pilot sample of commercial banks. The second summarizes results
from applying the model to the full sample of commercial banks. The
third examines the relation between forecasted and actual deposits for
banks of different sizes on different dates. The fourth section describes
deposit forecasting experiments performed on a pilot sample of mutual
savings banks, and the fifth summarizes the deposit forecasting results for
the full sample of savings banks.

1. EXPERIMENTS WITH A P1LOT SAMPLE OF COMMERCIAL BANKS

Three questions were raised in chapter 4 concerning characteristics of
the model for forecasting an individual commercial bank’s demand and
time deposits. First, what degree of smoothing should be incorporated in
the forecasting model? Second, what should be the order of the time and
demand deposit autoregressive processes? Third, are these processes
stationary over time? These questions were studied with a small pilot
sample of commercial banks, stratified by size but not randomly selected,
from the sample of 201 commercial banks described in chapter 5.

The pilot sample consisted of nine banks ranging in total deposits from
less than $2 million to more than $300 million on January 6, 1960. For
simplicity, the banks were selected from the front of one deposit tape. To
avoid heteroskedasticity, all the weekly deposit figures were deflated by
a bank’s total assets on the call report of April 12, 1961.

1. Preliminary versions of results reported in this chapter were presented in Hester
{19651 and Hester and Pierce (1967b].

184
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A number of banks in the pilot sample were found to experience very
large weekly percentage changes in both their demand and time deposits.?
Often these shocks were completely offset in the weeks following the
shock. Banks experiencing such shocks are not likely to forecast future
deposits in the same way as other banks. They will expend considerable
effort to ascertain the sources of these extraordinary shocks. Unfortunately
outside investigators cannot duplicate their efforts ; therefore, it is assumed
that a threshold percentage change in deposits exists which distinguishes

extraordinary shocks from usual week-to-week shocks. So long as a bank’s
~ change in deposits is less than this percentage threshold, no smoothing
occurs. If a large shock is experienced, the bank is assumed to expect a
“synthetic” deposit change that is equal to the average weekly percentage
change experienced by the bank in 1960. Smoothing continues until the
percentage difference between the observed level of a bank’s deposits and
the synthetic level of deposits is less than the threshold.?

Experiments were performed with a number of thresholds ranging to a
25 percent absolute change in one week., A 25 percent threshold was
finally adopted on the grounds that it appeared to climinate extreme
shocks without excessively frequent smoothing.* In all but a few cases,
smoothing was necessary for fewer than eight consecutive weeks; data
for most banks were not smoothed at ali,

The commercial bank autoregressive processes were given in expression
{4.3.4) and are repeated in (8.1.1):
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where the individual bank subscript and the total asset deflator have been
suppressed for ease of reading, the ~ underscore indicates that the variable
may have been smoothed, and &, and v, are generated by independent
white-noise processes.

2. Demand deposits are defined as the sum of demand deposits due to banks, United
States government demand deposits, and other demand deposits; these components are
described in table 5-2. Time deposits are item 7 in that table.

3. The synthetic level was constructed by taking a bank’s deposit level immediately before
a large shock and successively incrementing it by the 1960 average weekly change. A similar
technique was used to smooth deposit changes before estimating the input-output model in
chapter 6.

4. Obviously such procedures cannot be rigorously defended ; their adoption represents
subjective judgments about what is a sensible and insightful approach.
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To determine the order of the autoregressions, processes of three, seven,
eleven, fifteen, nineteen, and twenty-three consecutive weeks were tried,
ignoring the seasonal correction which was always present. With each
span all demand deposit regressions yielded F-values that were significant
at the 5 percent level ; all but one bank’s regressions were significant at the
1 percent level as well. As each new “block™ of four weekly changes was
added, F-tests were employed to test the hypothesis that the additional
four parameters improved the description of a bank’s deposit changes.
When the order of the autoregression was extended from three to seven,
three bank equations were significantly improved at the 5 percent level.
Further increascs of the order o eleven, fifteen, nineteen, and twenty-three
coefficients successively improved the equations of three, three, one, and
two banks. Given the dampening of significance after fifteen weeks, it was
concluded that an autoregression of order ninetcen would prove satis-
factory when applied to the full sample of 201 banks. To facilitate compu-
tations, as mentioned in chapter ¥, it has been assumed that auto-
regressions for each deposit type are of the same order for all banks.

Time deposit regressions were much less successful. Only six of the nine
banks had a significant regression when three lags were studied, and the
only consistently significant coefficient was the seasonal. Adding additional
lags did not improve the description of weekly changes in time deposits.
Consequently an autoregression of order three was assumed for all banks,

To examine whether the introduction of such factors as negotiable
certificates of deposit (CDs) or changing seasonal relations had altered the
autoregressive process, residuals were computed for each of the pilot
sample time deposit regressions. In one experiment the net number of
positive residuals was tabulated for each half year after December 31,
1960, and they are plotted in figure 8-1.° Two features of this diagram
deserve comment. First, banks with more than $50 million in deposits on
January 6, 1960, had a substantially larger number of negative residuals
than smaller banks during 1961, before CIs were introduced in large
quantities. The autoregressive model systematically overestimated deposit
growth at large banks untii CDs appeared. Second, over the entire period
the total number of negative residuals at large banks considerabiy
exceeded the number of positive residuals. The average value of their
positive residuals was substantially larger than the average absolute value
of their negative residuals. Both features are a probable consequence of
the introduction of negotiable certificates of deposit and tend to confirm
the apprehension that the time deposit process was not stationary between

5, One bank’s residuals are not reported because its time deposits were smoothed for
part of the period.
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1960 and 1964. There was no evidence, however, that changes in seasonality
added to this nonstationarity of the time deposit process.

An identical analysis of residuals from demand deposit regressions was
also performed. No unusual pattern of residuals was observed for indi-
vidual banks of different sizes over time. It was concluded that the
stationarity assumption for demand deposits was well-satisfied in the
pilot sample of banks.

Number of weeks
with posttive
residuals less

number with negative
residuals 10

20—

l(}t

—— Banks with $50 million in
deposits on January 6, 1960
—~—~ Smaller banks

—30

—30 . I I I I |
161 2-61 162 262 163 263 164

Calendar Time in Half-Years

FiGuRre 8-1. NET SIGNS OF INDIVIDUAL PILOT-SAMPLE Banks IN DIFFERENT HALF
YEARS
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2. REGRESSION RESULTS FROM THE SAMPLE oF 201
COMMERCIAL BANKS

Autoregressive structures estimated for each of the 201 banks (including
pilot sample banks) very successfully described bank deposit histories.
Approximately 90 percent of the 201 demand deposit regressions and
70 percent of the 186 time deposit regressions had F-ratios that were
significant at the 5 percent level.® The incidence of nonsignificant demand
deposit regressions seemed to be unrelated to bank size, except that banks
with total deposits in excess of $50 million invariably had significant
demand deposit equations. Nonsignificant time deposit regressions were
disproportionately frequent for very small and very large banks.

Table 8-1 reports the number of regression coefficients with ¢ values
exceeding 1.96 in absolute value for different parameters and different
January 6, 1960, bank sizes. The average number of significant demand
deposit regression coefficients per bank is an increasing function of bank
size even though the proportion of banks having significant total re-
gressions is not. Ignoring the seasonal coefficient, 8., the average bank
had three significant coefficients, but the group of large banks had more
than five. As expected, deposit shocks in the recent past were more closely
related to the current change in a bank’s deposits than were earlier shocks;
more than half of all significant coefficients concern the five most recent
weeks. As in the pilot sample, statistical significance drops off markedly
after 8,5, _

In time deposit regressions, apart from the seasonal coefficient, ¢.;,
the average number of significant coefficients was about one per bank ; no
relation between the number of significant coefficients and bank size is
evident. Contrary to expectation, the greatest number of significant
coefficients occurred in the most recent period.

Mean values of coefficients are reported for different bank size groups
in table 8-2. Demand deposit coeflicients exhibit the expected sign
pattern. Substantially negative coefficients exist for recent past periods;
then, the absolute values of coefficients somewhat irregularly approach
zero. For most groups of banks, estimated values of 8,, 0., 8,, 6,4, 8, ;,and
B, are somewhat more positive than neighboring coeflicients, suggesting
the existence of regular monthly deposit inflows. Between 35 percent and
55 percent of a bank group’s year-ago-week’s deposit change reappears in
the current weekly deposit change; bank seasonal flows are clearly very
important.

6. Fifteen banks in the sample of 201 had no time deposits and were excluded from the
summary reported in table 8-1.



TasLE 8-1. FREQUENCY OF SIGNIFICANT COMMERCIAL BANK
FORECASTING COEFEICIENTS

Bank Size*
Coefficient 0-2 2-5 5-10 10-25  25-30 Over50 Total
Demand Deposits (number of banks)
4, 4 17 17 19 5 5 67
8, 3 26 26 21 6 10 94
s S 18 18 25 7 9 82
the 2 7 7 7 4 7 34
s 3 4 8 6 2 4 27
O 1 8 6 8 2 2 27
8, 2 5 7 7 3 4 28
s 3 6 5 5 1 5 25
B 2 4 4 4 1 0 15
0o 3 6 8 8 6 8 35
&, 1 6 2 3 0 0 12
8, 2 3 5 8 6 9 33
04 1 6 6 3 3 1 20
8. 2 3 7 2 2 2 18
05 0 8 2 3 3 1 17
0.6 0 2 5 3 4 4 18
6,4 0 2 2 -0 1 2 7
0,5 0 2 1 1 l 1 6
e 0 7 2 3 1 ¢ 13
Bs2 15 46 54 33 15 14 177
Total Number of
Banks in Group 15 61 58 38 15 14 201
Time Deposits
@, 5 30 31 20 7 10 103
@, 0 11 17 8 1 2 39
9, 1 5 5 5 0 1 17
P32 5 24 33 16 7 6 91
Total Number of
Banks in Group 12 52 56 37 i5 14 186

NoTE: A coefficient is defined to be significant if it differs from zero at the 5 percent
level in a two-tailed test.

* Bank size refers to the amount of deposits (in millions of dollars) that a bank held
on January 6, 1960.



TapLE 8-2. MEAN DEPOSIT COEFFICIENTS FOR DIFFERENT BANK SiZE GROUPS

Bank Size*

Coefficient 0-2 2-3 5-10 10-25 25-50 50-100 100-300  Over 300 Overall
8, (trend) 000 001 000 001 001 001 001 000 001
6, —.087 —-.076 — 066 —.136 —.089 —.139 — 0% -.121 — 089
8, —.129 —.150 —.147 —.164 —-.161 —.115 —-247 —.155 —.152
g, —.109 —.107 —-118 —-.181 —.167 —.083 - 207 — 193 — 132
o, - 028 —.047 ~.025 - 078 —.103 —.151 —.143 — 161 — 057
O —.007 ~.028 —.010 —.084 —.093 —.111 — 08} - 077 —.041
[ — 060 - 073 -~ 057 —.100 —.079 —.037 —.103 —117 — 073
8, — 059 —.047 ~.051 —.089 —.103 — 069 —.114 —.108 —.065
f, —.025 — 024 ~ 032 —.033 023 —073 —.074 — 071 —.028
By — 034 016 014 019 010 047 -.003 005 012
B, ~.033 —.046 -072 —.086 - 068 ~.101 —.195 —.183 — 069
8., 010 — 030 -.030 —.048 —.003 —.002 031 029 ~.025
8, 009 — 044 — 064 —.081 —.087 —.163 —.164 —170 — 064
0, 003 033 030 035 083 058 092 071 043
8,4 - 006 —.028 —.041 -.043 -.026 001 — 063 — 065 —.033
8, —.049 —.051 —.033 —.060 —.030 -070 — 065 —.052 - 047
B —.067 —.053 —~.050 ~ 061 --.018 — 080 — 055 —-.121 —.054
8., - 018 —.009 009 —.008 014 090 —.022 016 .001
0,4 -.002 —.007 ~.003 — 014 002 - 053 -.079 009 ~.009
Bs —.015 —.055 —.052 —.033 002 —.030 — 003 —.053 —.041
8, (seasonal) 443 341 373 428 482 441 .565 535 .396

rpd 586 554 .536 443 .528 A81 386 397 .520
@, (trend) 001 000 000 000 000 001 000 001 000
@, 040 036 004 056 142 212 284 062 050
@, ~.029 —.049 ~.063 - .064 —.023 -0 —.048 017 —.050
@, —-.014 000 —~.011 024 018 000 052 —.005 003
@5, (seasrnal) 143 140 230 152 137 158 208 —.009 167

rps 997 987 935 1.016 1.159 1.234 1.404 1.080 1.003

* Bank size refers to the amount of deposits {(in millions of doliars) that a bank held on January 6, 1960,
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Values of the mean deposit retention ratio, rpd, as defined in expression
(2.4.6), are related to bank size; large banks have lower demand deposit
retention ratios than others. This relation is probably a consequence of
differences in markets served by large and small banks. Large banks are
found in large metropolitan areas and tend to be more interrelated than
small banks. Small banks tend to serve more isolated suburban or small-
town markets. Being more isolated, they are somewhat like monopoly
banks who noticeably benefit from the process of “creating” money.
Small banks tend to retain about 55 percent of an initial deposit shock,
whereas banks with more than $100 million in deposits retain only about
40 percent.

It would be quite surprising if individual bank portfolios did not reflect
these differences in deposit retention. Incorporating deposit forecasting
equations in portfolio models should improve empirical descriptions of
bank behavior.

Time deposit coeflicients vary considerably across different sizes of
banks. Positive coefficients on lagged time deposit changes were expected,
but they were not expected in the first few time periods. Positive values
of ¢, apparently result from autocorrelation of time deposit shocks at a
bank ; they should be interpreted with considerable caution. Seasonality in
time deposit changes is only about one-third as strong as in demand
deposit changes. As expected, the overall retention ratio for time deposits,
rps, is about unity.

Finally, standard errors of estimate and multiple correlation coefficients
of demand and time deposit regressions are of interest. Mean values of these
statistics and of the standard deviations of actual demand and time deposit
changes are reported for different sizes of banks in table 8-3.” As bank size
increases, there is a decrease in the standard error of estimate of changes in
demand deposits, and the multiple correlation coefficient rises. While the
standard deviation of actual demand deposit changes also declines with
bank size, the standard error of estimate tends to dechne more rapidly.
Thus, the demand deposit changes of large banks are both less variable
and relatively more predictable than are the demand deposit changes of
small banks. The improvement in deposit predictability with increases in
bank size clearly is not negligible. Portfolio managers of large banks may
be able to exploit this greater demand deposit predictability profitably.

The results for the time deposit prediction regressions generally are less
useful. While standard errors of estimate of time deposit changes are very
low relative to demand deposits, the standard deviations of time deposit

7. It should be recalled that the deposit change data for each bank were deflated by the
value of its total assets on April 12, 1961.



TABLE 8-3. SUMMARY STATISTICS FOR DEMAND AND TIME DEPOSIT EQUATIONS

Demand Deposits* Time Deposits®
Standard Standard
Standard Deviation Standard Deviation
Error of of Actual Mulriple Error of of Actual Muitiple
Bank Estimate Changes Ratio of Correlation Estimate Changes Ratio of Correlation
Size® (4) 2 (/)to (2) Coefficient 3 ) (3) to (4) Coefficient
0-2 3.138% 3.502% 896 557 S577% 619, 932 279
2-5 4.671 5.608 833 545 420 438 350 A52
5-10 2.308 2711 .851 568 401 433 926 367
10-25 2.281 2.794 816 610 .298 321 928 360
25-50 1,788 2,295 J79 673 263 270 874 321
50-100 1.782 2216 .804 652 276 296 932 368
100--300 1.751 2613 670 769 299 313 955 375
over 300 1.491 2211 674 759 338 340 994 183

* Weekly changes as a percentage of total bank assets.
b Bank size refers to the amount of deposits (in millions of dollars) that a bank held on January 6, 1960.
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changes are also relatively very low. Multiple correlation coefficients for
time deposit changes are small for all size groups. The pattern of the
summary statistics across size groups is not as clear as for demand
deposits. There is no evidence that large banks enjoy more predictable
time deposits than do small banks. For banks with up to $50 million in
total deposits, the standard error of estimate of time deposit changes
declines as bank size increases. The relative improvement, however, is
not as great as for demand deposits. For banks with total deposits in
excess of $50 million, both the standard error of estimate and the standard
deviation of changes rise with bank size. Further, the standard error of
estimate also rises relative to the standard deviation of time deposit
changes. Finally, for banks under $50 million, there is no interesting
relationship between the standard error of estimate and the standard
deviation of actual changes.

This pattern of results is not surprising in light of the introduction of
certificates of deposit during the period. It is difficult for small banks to
compete in the CD market, so their savings and time deposits remained
largely of the passbook variety over the period. The variance of these
deposits is small, and their changes are relatively predictable using an
autoregressive process. Large banks, on the other hand, came to be
significant issuers of CDs during the period. Thus, large banks experienced
a higher variance of time deposit changes ; these changes were not easily
described with an autoregressive model, aithough individual banks may
have predicted them with considerable accuracy.

3. SOME REMARKS ON THE QUALITY OF FORECASTS
PrODUCED BY THESE EQUATIONS

Forecast statistics reported in tables 8-4 through 8-6 require some
interpretative comments. The statistics were compiled from deposit
forecasts that are subsequently used when estimating the adaptive-
expectations model. In that model it is assumed that with the passage of
each week a bank makes new forecasts of the levels of demand and time
deposits expected to prevail during the week of a call report. It is assumed
that a bank’s maximum forecast horizon is fifty-two weeks. Thus, using the
autoregressive structures whose estimation is described in section 2,
fifty-two separate forecasts were made for the demand and time deposit
levels expected to prevail during the week of each call report. Each fore-
cast was generated recursively from a sequence of deposit changes that
was known to the bank at the time of the forecast. The forecasted changes
were converted to levels and divided by the value of total assets shown on
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the relevant call report.? Following the convention of chapter 6, except
for the three weeks just prior to the call report, weekly forecasts were
averaged into successive four-week “months.” In table 8-4 all forecasts
were made for a call report six months in the future.” Several forecast
horizons are considered in the remaining tables. Because data were
available only for the period from January 6, 1960, through July 1, 1964,
year-ago levels of deposits were not always available for the first four
dates reported in table 8-4. Therefore, mean values of changes for each
of the fifty-two weeks have been used to estimate corresponding un-
observed 1959 deposit changes in order to generate forecasts.

The results reported in table 8-4 indicate that the average forecast
errors for demand deposits are considerably larger than those for time
deposits. This result is not surprising, since demand deposits are much
more variable than time deposits. In addition, for the six-month fore-
casting horizon, it appears that the regression equations have not com-
pletely accounted for seasonal variations in demand deposits. This is
concluded because on all September and December dates the equations
underestimated changes in demand deposits for almost all sizes of banks,
This defective deseasonalization appears to be unavoidable, given the
available deposit data. Time deposit forecast errors do not exhibit any
obvious seasonal pattern.

Root mean squared forecast errors are reported in tables 8-5 and 8-6.
The errors are again expressed as a percentage of each bank’s total
assets on the call report to which the forecast applies.!® For cach horizon,
statistics are reported for banks in eight size classes and for the pooled
sample. For each size class, forecast errors decline for both demand and
time deposits as the interval between forecast and realization shortens.
The decline is monotonic for the demand deposit forecasts for all banks
combined and is nearly so for each size class taken separately. The decline
in forecast errors for time deposits is monotonic for ail size classes. It is
interesting to note that demand deposit forecasting errors, relative to
total assets, are larger for small banks than for large. Also, the accuracy
of forecasts decays more rapidly for small banks than for large banks as
the forecast horizon lengthens.

8. Tt should be noted that these are not “pure” [orecasts because the autoregression coeffi-
ctents were estimated using these same data.

9. The number of banks varies both across size classes and over time. Small mean forecast
errors may reflect good performance by the model and/or the law of large numbers. Table §-1
reports information about the size distribution of banks.

10. As explained at the beginning of the section, summary statistics were computed from
forecasts of deposits for weeks in which there were call reports. Therefore, there is no direct
relation between standard errors of estimate reported in table 8-3 and forecast errots reported
in this section.



TABLE 8-4. MEAN Six-MoNTH DEePOSIT FORECAST ERRORS

Bank Size*
Date to which
Forecast Applies 0--2 2-3 5-10 10-25 25-50 S0-100 100-300 Over 300
Demand Deposits
4/12/61 —.736 3924 3181 2.846 3653 2839 —.035 1.474
6/30/61 1.129 2.253 1.341 2405 .750 1.042 708 537
9/27/61 —5.442 —329% —3.520 —2.526 —3.097 —1.635 —.962 —1.628
12/30/61 —4492 —2.786 —3.293 —3.720 —2.813 —2.343 —4.855 —3.333
3/26/62 4885 5.004 3.822 1.676 3.534 1.836 —.591 1.480
6/30/62 3.330 2652 2.796 139 —.349 .166 301 —.197
9/28/62 -4.210 —2.859 —2.527 —2.529 —2.530 -.099 -2171 1.109
12/28/62 ~3.063 —1.804 —2.148 —2.822 —2.768 —2.492 —2.662 —1.369
3/18/63 3.633 3462 2.880 1.403 2.343 297 1.159 —1.580
6/29/63 —.368 357 282 358 350 1.348 565 ~.501
12/20/63 —2.761 —1.636 —1.666 - 916 —.135 393 —.719 079
Time Deposits

4/12/61 —.124 127 —.104 —.253 —.899 —.436 —.512 —1.344
6/30/61 ~.218 —. 191 —.108 —.232 —.934 —.408 —.034 —.532
9/27/61 —.169 —.398 —.327 —271 174 —.113 ~.137 — 447
12/30/61 484 —.031 497 385 Sl 937 -.323 —1.124
3/26/62 —.292 —~.298 ~.013 —.137 051 —.406 —.272 —2.823
6/30/62 —1.868 — 466 —.536 —922 —1.287 —1.856 —.046 — 666
9/2R/62 -1.029 —.443 —1.085 —.510 —.709 - 1.758 —.835 —.588
12/28/62 -.301 .013 —.267 023 363 —~.915 875 — 479
3/18/63 —.147 —.148 —.227 — 696 ~.156 —1715 —.396 —1.047
6/29/63 .253 336 -.391 —1.028 —.635 —1.582 —1.627 - 1477
12/20/63 546 —.066 179 135 223 .078 —2.393 —-2671

Note: Errors are defined to be predicted minus actual deposits expressed as a percentage of a bank’s total assets.
2 Bank size refers to the amount of deposits (in millions of doliars) that a bank held on January 6, 1960. '



TaBLE 8-5. RooT MEAN SQUARED. FORECAST ERRORS: DEMAND DEPOSITS

Bank Size*
Forecast All
Horizon 0-2 2-5 5-10 10-25 25-50 30-100 100-300 over 300 Banks
1 week 2.185 1.839 1.542 1482 1.385 1.287 1.178 1.150 1.635
2 weeks 3.246 2.570 2412 2224 1.879 1.356 1.895 1.572 2.396
3 weeks 3.532 3.101 2.840 2.600 2129 1420 2.029 1.638 2.803
2 months 4.002 3,562 3.211 2986 2374 1.617 2093 1.654 3.189
3 months 4488 4.389 4.345 3458 2.986 1.961 2382 1.906 3.980
4 months 5.589 5.289 4.965 3.906 3212 2.149 2.585 1.950 4,645
5 months 7.141 5847 5,379 4.236 3.498 2.526 2822 1.999 5.162
6 months 6.950 6.129 5.837 4.251 3.580 2.574 2,768 2053 5392
7 months 7.184 6.818 6.277 4,527 3.656 2471 2770 1.801 5825
8 months 7.256 7.280 6.507 4.679 3.747 251 2.887 2.001 6,002
9 months 6.382 7443 6.730 4.634 3.637 2778 2.830 2072 6.153
10 months 6.448 7.708 7.053 4.440 3.544 2,648 2772 2.095 6.325
11 months 6.353 7976 7.096 4.326 3.617 2433 2818 1.890 6,438
12 months 6.860 8.242 7.021 4,510 3484 2456 2,848 1.772 6.532

Note: Following the convention of chapter 6, months are averages of 4 weekly forecasts. Errors are expressed as a percentage of

a bank’s total assets.
2 Bank size refers to the amount of deposits (in milliens of dollars) that a bank held on January 6, 1960.



TABLE 8-6. ROOT MEAN SQUARED FORECAST ERRORS: TIME DEPOSITS

Bank Size*
Forecast All
Horizon 0-2 2-5 5-10 10-25 25-50 30-100 100-300 over 300 Banks
1 week 326 246 346 438 183 167 12 177 320
2 weeks 534 452 422 486 312 251 285 259 435
3 weeks 722 .590 520 585 359 301 353 357 547
2 months 1.040 728 719 650 464 489 430 206 708
3 months 1.268 1.029 1.145 1.061 858 .850 911 1.199 1.073
4 months 1.477 1.267 1.361 1.275 1.098 1.285 1.218 1.457 1.305
5 months 1.484 1.399 1.488 1.412 1.229 1.465 1.408 1,730 1434
6 months 1.642 1.466 1.552 1.490 1321 1.725 1.394 2.026 1.521
7 months 1.811 1.669 1.705 1.676 1.444 2.101 1.525 2.205 1.702
8 months 2.203 1.796 1.828 1.951 1.571 2.251 1,587 2.338 1.875
9 months 2.274 1.883 1.847 1.833 1.647 2.387 1.626 2.562 1.904
10 months 2439 1.999 1.963 1.939 1.675 2,703 1737 2.701 2,025
11 months 2673 2.062 2091 2.167 1.732 2.888 1.988 2.854 2.164
12 months 2,770 2.095 2.096 2,053 1.796 2952 2.085 2916 2171

No1g: Following the convention of chapter 6, months are averages of 4 weekly forecasts. Errors are expressed as a percentage of

a bank’s total assets.
2 Bank size refers to the amount of deposits (in millions of dollars) that a bank held on January 6, 1960.
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The time deposit results do not display such patterns when different
sizes of banks are compared. The root mean squared errors rise almost
equivalently for all bank sizes as the horizon is extended. Indeed forecasts
of time deposits for large banks are no better than forecasts of demand
deposits, even though time deposits have a much smaller weekly variance.
Forecasts of time deposits at small banks, on the other hand, are more
accurate than those for demand deposits.

The results reported in this section clearly indicate that there is an
important distinction to be made between deposit variability and deposit
predictability. Earlier studies emphasized the former to the exclusion of
the latter. The evidence reported here shows that highly variable deposit
flows can be highly predictable flows. If asset transactions costs are a
function of the size and advance notice of the transaction, it is important
for a bank to predict future deposit movements accurately. The fact that
the pattern of predicted deposit flows is highly variable is, of course,
also important.

it 1s interesting to note that the predictions were particularly successful
for the demand deposits of large banks. While on the average small banks
retain a larger proportion of a given deposit inflow than do large banks,
deposit changes are much more difficult to predict for small banks.

Finally, over the period studied, time deposits were not subject to
nearly as much variability as were demand deposits. Banks’ inability to
predict time deposit changes with a high degree of precision was not very
damaging because these deposits simply did not change very much.

4, EXPERIMENTS WITH A PILOT SAMPLE OF MUTUAL
SAVINGS BANKS

The three questions of section 1 concerning (I) the degree of deposit
smoothing to be incorporated in the model, (2) the order of the auto-
regressive structure, and (3) the stationarity of the process over time are
investigated in this section using a small pilot sample of mutual savings
banks. The pilot sample was drawn from the large sample of mutual
savings banks described in chapter 5 and consists of the 10 New York
City savings banks described in section 1 of chapter 7. It should be
recalied that the sample was not randomly selected but contains banks
ranging from $50 million to more than $1 billion in total assets,

No large monthly percentage changes were encountered in the pilot
sample data, and no smoothing was necessary. Large deposit shocks also
were not observed in the full sampie considered later.
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Several versions of the forecasting model of (4.3.4) were estimated for
each of the banks in the pilot sample. The most elaborate version involved
seven lagged monthly deposit changes and the year-ago change to give

.
(84.1) W, =, + Z Yty i+ oMo +ou,.

i=1

The results of the experimentation can be summarized as follows: The
seasonal coefficient, y,,, was significant at the | percent levet for all ten
banks. When four lags were considered, , was significantly positive
three times out of ten, i, was significantly positive six times out of ten,
and , and ¥, were not significantly positive for any of the banks. When
the full seven lags were used, ¥, was significant three times out of ten, and
5 and Yy, were not significant. The prevalence of significant coefficients at
quarterly intervals apparently reflects the practice of paying interest at
quarterly and/or semiannual intervals.
These results suggested the following model for the full sample:

(8.4.2) M=o + WM,y + Yy + o, + Hy.

A crucial assumption necessary to justify the deposit prediction model
is that its structure be stable over time. To test this hypothesis, the ten
sample banks were pooled to yicld a total of 470 observations. The pooled
data were divided into two parts; the first concerned deposit changes
from February 1960 through January 1962, and the second concerned
changes for the remaining twenty-three months. An analysis of covariance
revealed that the hypothesis of no change in structure must be rejected
at the 1 percent level. This result is discouraging for the application of the
prediction model. As stated in chapter 7, one of the most turbulent periods
in savings bank deposit history had occurred during 1959 with the issuance
of the magic fives. This event may well have obscured an underlying
structure.

5. REGRESSION RESULTS FROM A SAMPLE oF Two
HuUuNDRED SAVINGS BANKS

Table 8-7 reports a summary of results obtained by using (8.4.2) and the
full sample of two hundred mutual savings banks.** The regression model

i1. The forecasting equation for one Massachusetts savings bank was improperly esti-
mated because of a data coding error. The error was corrected in time for that bank to be
included in the input-output analysis of chapter 7, but it was not used in calculations reported
in this and the following chapter.
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is quite successful in describing first differences in deposits; only a few
individual bank equations were not significant at the 1 percent level. The
mean squared multiple correlation coefficient is about .64.

TABLE 8-7. FREQUENCY OF SIGNIFICANT SAVINGS BANK FORECASTING
COEFFICIENTS

Number
Region of Banks Wy 179 ¥z
- Connecticut 32 3 2 28
Massachusetts 88 26 13 83
MNew York City 39 5 35 37
New York State 41 1 29 41
Total 200 35 79 189

NOTE: A cocfficient is defined to be significant if it differs from zero at the 5 percent
level in a two-tailed test. :

It is apparent from table 8-7 that drawing a pilot sample only from New
York City banks was not a good strategy. The large number of significant
values of , apparently reflects a quarterly interest payment period
useful for predicting New York City and New York State bank deposit
flows, but not flows elsewhere. This misspecification of the process for
banks outside New York makes their forecasting equations inefficient,
but is not the fatal flaw for applying the adaptive-expectations model.
As will be seen in chapter 9, the adaptive-expectations model was not
successtul for any group of savings banks.

Estimates of ¥, were also surprisingly nonsignificant given the results
in the pilot study. This variable probably could also have been omitted
from the forecasting equation. The success of the model was in large part
attributable to the coefficient on the seasonal, ¥, ,, whose sign was uni-
formly positive as expected.

These resuits suggest that for banks outside New York the deposit
change structure is an extremely simple one composed only of a constant
and a seasonal term. New York banks give evidence of a somewhat more
complex structure. Overall, savings bank forecasting equations are quite
similar in appearance to commercial bank time deposit equations.

The results reported in this chapter indicate that the application of the
autoregressive model for explaining changes in demand deposits at
commercial banks was reasonably successful. The results are plausible,
and the structure appears to have been stationary through time. The
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autoregressions performed less well when applied to commercial bank
time deposits and to deposits at mutual savings banks. The usefulness of
incorporating deposit forecasts in models of bank portfolio selection is
considered in the next chapter.



CHAPTER 9

The Adaptive-Expectations Formulation

In this chapter deposit forecasts of individual commercial banks are used
to describe variations in bank portfolios.! The regression analysis utilizes
the same sample of 184 commercial banks that was studied in chapter 6.
The underlying statistical model for the adaptive-expectations approach
was described in chapier 4, and the deposit forecasts were evaluated in
chapter 8.

Deposit forecasts for mutnal savings banks were also studied in chapter
8. However, savings banks are not considered in this chapter because the
forecasting equations lacked an interesting structure. Attempts to estimate
the structure of the adaptive-expectations model for mutual savings
banks were not successful because successive coefficients fluctuated
erraticalty. The principal reason for the failure is that deposit changes in
mutual savings banks do not have a well-defined autoregressive structure,
apart from a pronounced seasonal change: and, therefore, monthly
forecasts are highly correlated.

It is assumed that a commercial bank has a forecast horizon of about
one year. The bank is assumed to use weekly averages of all deposit data
available to it to make a series of forecasts of changes in the average level
of its demand and time deposits for each of fifty-two consecutive weeks,
exploiting the recursive structure of the forecasting equations described
in the preceding chapter. As new data become available each week, the
bank revises its forecasts for the succeeding fifty-two weeks. Therefore,
the change in its deposits in the week of a call report, J, is actually fore-
casted on fifty-two separate dates. In order to economize on the number
of variables used in the portfolio analysis, forecasts made in the distant
past for a call report have been converted to four-week averages.

The adaptive-expectations model is used to study three questions. Do
estimates of the lag structure describing the relation between the history
of a bank’s deposit forecasts and current portfolio compesition support
the theoretical approach of this monograph? Are the lag structures and
steady-state values for demand deposit forecasts different from those for

1. Preliminary versions of results reported in this chapter were presented in Hester and
Pierce [1967b].

202
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savings and time deposit forecasts? Does the adaptive-expectations
approach provide a better explanation of bank portfolio selection than
the competing input-output formulation?

1. ESTIMATES OF THE STRUCTURE OF THE MODEL

Coefiicient estimates for the adaptive-expectations model were obtained
by applying the method of ordinary least squares to the 1,843 individual
bank observations that were studied in chapter 6. All variables have been
deflated by a bank’s total assets on a corresponding call report, and all
variables are measured about individual bank means. Coefficients again
have been normalized so that regression lines go through the means of
the average bank in the sample.

The results from the analysis of bank asset aggregates are reported in
tables 9-1, 9-2, and 9-3; except for the absence of overflow variables,
coefficients have similar interpretations to those reported in tables 6-1,
6-2, and 6-3.2 As before, the three tables must be read together because the
coefficients in any column come from the same regression. In tables 9-1
and 9-2 coefficients in all but the last row refer to revisions of forecasts
of the average levels of demand and time deposits made for the week of
some call report. The superscript on a deposit variable refers to the time
span between the date of some forecast or forecast revision and the date
of a call report. The first coefficient in each table refers to the difference
between the deposit forecast made one week prior to the call report and
the actual deposit level for the week of the call report. The next two
coefficients refer to weekly deposit forecast revisions, and the next one to
a revision over a two-week period. The next eleven refer to successive
revisions over four-week periods.® The last row of coefficients in each
table refers 1o a forecast of deposit levels which was made about fifty
weeks before a call report.

Standard errors are reported below each coefficient. No test statistics
are reported for “other assets” because these coefficients were obtained
from an identity or, equivalently, by pooling a number of regression
coefficients of some other minor bank assets.

Tabie 9-3 shows the values of coefficients of dummy call report variables.
Their pattern is similar to that reported in table 6-3 and, thus, requires
no further comment.

2. See section 3 of chapter 4 for a discussion of this approach,

3. The first such four-week period consists of an average of deposit forecasts made in the
fifth, sixth, seventh, and eighth weeks and thus is centered at six and a half weeks. Therefore,

the first monthly change refers to a change over about three weeks. Subsequent averages are
centered at four-week intervals.



TABLE 9-1. ADAPTIVE-EXPECTATIONS MODEL FOR ASSET AGGREGATES:
DemManp DEPOSIT COEFFICIENTS

State Comm.
and  Mort-  and Con-
Cash  Local  gage Indust. sumer Shorts 1-55 ~ Other

a" A41* 048%  049%  083*  092*  192% —.065 .160
(030) (021) (013) (023) (021} (.048) (038)

gt 358% 017 064*  124% 106*  174* 026 131
(032) (022) (014) (025 (022) (050) (.040)

gr? 200%  .054%  061*  102*  067*  302%  131% 083
(040)  (028)  (018) (031} (028 (063)  (.050)

" 342% 043 069*  072%  125% 256 042 051
(038) (026) (017) (030) (027) (060) (.048)

g 269 .041 D39+ 150% 137 281* — 017 100
(031  £022)  (014) (024 (022) (050)  (.039)

g3 231% 044 B66*  057% 077 294*  125¢ 106
(033)  (022) (014) (025 (023) (052} (041

gm e 220% 047 084+ 186 146%  .138* 147 032
(033)  (022) (014} (025 (023) {051} (041)

g 186* —.002 080% 053 A52% 263* 126 142
(038) (026) (017) (029) (026) (060) {(.047)

ame 149 038 A01* 146 165 .232¢ 092¢ 077
(033) (022} (014 (025 (023) (051)  (040)

a7 259* . .066%  072%  148%  120*  146%  145% (044
(038) (026} (017) (029 (026} (060) {047)

gt 257 045 089% 095 1T1* 126 061 136
(036) (0249) (D16} (028) (025 (D36 (044)

da* 216% 051 101%  L143% 154 196 091% 048
(030) (021  (D13) (023} (021) (D48)  (.038)

gm 193 031 097 139% 186 113*  125% 116
(026) (017) {011) (020) {(O18) (040) (032)

gn-it 224%  0BI*  070%  154%  185* 047 105% 134
(026) (017 (011) (020 (018) (040) (.032)

gm0 230% 0 091*  095%  146*  .190* 009 147% 092
(024)  (017) (011} (019  (017)  {039) (030)

gmTiT 209 067* 097 L148*  187F  113* 099 (80
(010)  (.007) (004) (008} (007) (016} (012)

NoOTE: See last row in table 9-3 for sources of dependent variables. In this and subse-
quent tables in this chapter, an asterisk indicates that a coefficient differs significantly
from zero at the 5 percent level in a two-tailed test.



TABLE 9-2

. ADAPTIVE-EXPECTATIONS MODEL FOR ASSET AGGREGATES:
TIME DrposiT COEFFICIENTS

"y

Cash

421
(.150)
181
(156)
153
(172)
326%
(137)
070
(.099)
— 017
(1)
024
(107)
091
(.096)
~.057
{-100)
144
(.120)
066
(.098)
090
(.096)
027
(.094)
138
(.098)
—.049
(071)
— 008
(.024)

State
and
Local

114
(.102)
095
{.106)
—.022
(118}
—.062
(.094)
149
(.068)
081
(.076)
096
(.073)
156+
(.066)
—.027
(.068)
—.011
(.082)
132
(.067)
152+
(.0653)
036
(.064)
105
(.067)
123*
(.049)
079%
(016)

Mort-
gage
12
(-066)
082
(.068)
255*
(.076)
A31*
(.060)
016
(.044)
042
(.049)
303
(.047)
048
(.042)
Jd33*

250
(.053)
228%
(.043)
040
(042)
260*
(.041)
303*
(.043)
146+
(:031)
260
(010)

Comm.
and
Indust.

090
(.116)
048
(.120)
047
(.134)
198
(.106)
123
(077
209*
(.086)
133
(.083)
112
(.074)
244
(078)
217*
(.093)
291*
(.076)
016
(.074)
218*
(073)
139
(.076)
195*
(.055)
160
{018}

Con-
Suter
-.034
(.104)
{038
(1083
313*
(1209
.250%
(.095)
D63
{.069)
016
(.077)
224%*
(.074)
084
.067)
203*
(070)
043
(.084)
.040
(.068)
244%
{067
.189*
(.065)
- 021
{.068)
245%
{.049)
139*
{017)

Shorts

256
(.236)
492+
(.245)
092
(.271)
323
(.216)
224
(.156)
—023
(.174)
252
(.168)
357*
(.151)
049
(.158)
--.048
(.189)
026
(134)
—.048
(151)
135
(.148)
- 032
(154)
002
(112)
~ 018
(037)

1-5s

—.183
(.186)
~ 361
(.193)
195
(214)
~.012
(170)
07
(123)
275*
(137)
—.120
(.132)
— 028
(119)
047
(.124)
165
(.149)
—.093
121y
070
(119)

—.080

(116}
162
(121
— 091
(.088)
084*
(030)

Other
224

425

—.033

—.154

280

327

136

180

408

240

312

436

269

.206

A429

295




TABLE 9-3. ADAPTIVE-EXPECTATIONS MODEL FOR ASSET AGGREGATES:
OTHER COEFFICIENTS

State Comm.
and Mort-  and Con-
Cash  Local  gage  [Indust. sumer Shorts I35  Other

Call Report Dummy Variables
©4-12-61 024*% —002  —.009% —006* —.013* 004 023 —021
(.003) (002) (001} (002) (002) (00S) (008
6-30-61 .015* 004* - 007* 000 —.008* —.002 022 —024
(003)  (002) (.001) (002) (.002) (005  (.004)

9-27-61 018* 002 —.008* —.003 —.014* Q08 027*  —.030
{003y {002) (001)y (002y (002) (005) (.004)
12-30-61 .033* —.009* —.008* —.003 -—.017* 008 017 — 021
(003) (002} (.001) {002y (002) (004) (.003)

3-26-62 019 —-003 —.007% —.00t —.010* 005 005 —.008
(003)  (002) (001 (002) (002) (005 (00%

6-30-62 016  005* —.006* 0603 —.004 —.002 003 —.015
(.003) (002 (0OL) (002) (002) (003) (004)

9-28-62 0I5*  004* —(008* —001 —.009% 010* —.004 —.007
(003) (0023 (O0OF) (002) (002) (005) (004

12-28-62 .026* — 008* —.008* —.005* —.013* 006 002 .000
(003} (002) (001) (002) (002) (004) (004)

3-18-63 .024% —00f —.005% 001 —.009% —006 —.003 —.001
(003)  (002) (001) (002) (002) (005 {004)

6-29-63 .013*  006* —.005* 002 -—-004 —013* 004 - 003
(003) (002) {001} (002) {002y (005 (004

Capital
~ 86 055 (108 139%  195% 136 .100* 081

(011) (008}  (005) (009) (0O8) (018} (014)

Summary Statistics

R? .205 121 202 053 146 108 147 N.A.
S, 024 016 010 018 016 037 029 N.A.
¥ 10.391*  5.538* 10.221* 2238* 6921* 4881* 6.948* N.A.
Mean 164 068 140 149 165 {083 099 132
Itemn 1 3 27,28, . 36 37,38, 44,45, 47,50 Residual
Num- 29, 30 39,40, 46,49

ber(s) in 41

Table 5-1

Note: The number of observations in each regression is 1,843
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While the pattern of coefficients is erratic, the general time profile of
portfolio adjustment indicated by the adaptive-expectations model is
evident. Changes in deposit forecasts made in weeks just prior to a call
report appear primarily in adjustments in cash and short-term government
securities. Distant forecast revisions, made long before a call report,
primarily affect holdings of less liquid assets. A comparison of coefficients
of the earliest forecasts of deposit levels suggests that relatively larger
fractions of savings and time deposits flow into mortgage loans, state and
local securities, and “other” assets than is the case for demand deposits.
This behavior is to be expected in light of the greater predictability of
savings and time deposits.* In an analysis of covariance, the set of savings
and time deposit coefficients was significantly different at the 5 percent
level from the set of demand deposit coefficients for all assets reported in
these tables,

Revisions of forecasts of call report deposit levels made on intermediate
dates, however, are related to portfolio composition in a very erratic
manner, The uneven pattern of the coefficients probably reflects in part
the imperfect deseasonalization of deposit forecasts mentioned in chapter
8. In part, it also reflects more conventional short-run (nonscasonal)
errors in variables. If this argument is correct, further averaging of the
deposit forecasts might yield a pattern of portfolio response more in
accord with a priori expectations,

Some rough evidence in suppori of this argument can be offered. When
deposit forecasts are averaged together, the response pattern better
approximates that predicted by theory. The original weckly forecasts
were converted to twelve-week averages except for the three weekly
forecasts made just prior to a call report, which were combined with the
actual value of deposits during the week of the call report to form a
four-week average. The results for this smoothed adaptive-expectations
model are reported in table 9-4.* The first coefficients for demand and
time deposits may be interpreted as referring to a final deposit forecast
revision that is made about two weeks before a call report. The next three
cocfficients for each deposit type may be thought of as referring to

4. Very early demand deposit forecasts have coefficients that are remarkably similar 1o
those on “capital” for different assets. The likely reason for this similarity is that capital was
defined in chapter 4 to be the difference between the sum of a bank’s demand and time de-
posits and its total assets on a call report. Much of the interbank variation in bank capital
consists of short-term liabilities, which are similar to demand deposits. A similar pattern is
evident in table 6-3,

. Coefficients were estimated for the ten call report dummy variables and for bank
capital but are not reported because they do not differ apprectably from those preseated in
table 9-3. ]
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TaBLE 9-4. COEFFICIENTS FOR SMOOTHED ADAPTIVE-EXPECTATIONS MODEL

Cash
Most 363%
recent  (.027)
One- 137
quarter (.023)
Two- 201*
quarter (023}
Three-  .189*
quarter (023}
Earliest .193*
{:010)
Most 210%
recent (.072)
One- —-034
quarter {.055)
Two- 1317
quarter {055}
Three-  .082
quarter (.053)
Earliest .031
.024)
R? 118
h 025

i

State
and
Local

.050*
{.017)

.024
(015)

046
{.015)

041%
(.015)

063+
{007

055
(.047)

104*
(.036)

026
(.036)

116*
(.035)

.086*
(.016)

107
016

F 12.168* 10.889*

Mort-

gage

-064*
{011)

076%
(010)

092*
(.010)

098*
{.010)

101*#
{.004)

081*
(.031)

136+
(.024)

169*
{.023)

193¢
(.023)

.264*
(-010)

165
011
17.987*

Comm.
and Con-
Indust.  sumer  Shorts
Demand Deposits

Ad14% 123 (320*
{.020) {(018) (040}
133 118 212%
(017 (015) (034
J28*  144% 200*
(017)y (015 (034
A36*%  176% 100
(017 (.015) (.035)
H45%  184%  115*
007y (007) (013}
Time Deposits

A76%  128% 197
{.053) (048  (108)
AT2¥ 0 134% 215%
(041}  (037) (.D84)
233 118% (108
041y  (037)  (083)
J155*% (183 023
(040)  (036) (OBI)
A72% 147 —.009
(018) (016) (036}

Summary Statistics

.028 123 091

018 017 037
2607*% 12.832* 9.131*

1-5s

018
.032)

135%
(.027)

.089
(027

114
{(-027)

.096*
(012)

.084
{.085)

049
(.066)

061
(.065)

—.010
(.064)

.088*
(.028)

131
029
13.766*

Other

—.061

185

100

146

.103

069

224

244

258

221

NA.
N.A.
N.A.

quarterly revisions made three, six, and nine months earlier. The last co-
efficients refer to forecasts of deposit levels made about a year before a
call report. The following statements describe this smoothed adaptive-
expectations model:

(1) Forecast revisions of demand deposits made near the call report
have a larger impact on cash asset holdings than do revisions made at
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earlier dates. Revisions made more than one quarter prior to the call
report have no noticeable impact on the cash asset position. Estimated
marginal cash assets held against forecasted demand deposits are about
19 percent in the long run. Time deposit coefficients in the cash regression
are a little more erratic; in the long run the share going into cash is about
3 percent.

(2) The percentages of a bank’s assets placed in state and local securities,
one- to five-year government securities, and other residual assets are not
very regularly related to forecasts of demand or time deposits. There is
also no regular pattern in the estimated commercial and industrial loan
coefficients for time deposit forecasts.

(3) Mortgage loans and consumer loans are considerably more
responstve to more distant demand and time deposit forecasts than they
are 1o revisions made during weeks just prior to a call report. Commercial
and industrial loans display a similar pattern for demand deposit forecasts.
For example, a $1 revision in a demand deposit forecast made just prior
to a call report is associated with a $.06 change in mortgage loans, whereas
the same 31 revision in preceding wecks is associated with a §.10 average
change in mortgage loans. The changes in-mortgage loans for recent and
more distant $1 revisions in time deposit forecasts are $.08 and §.26,
respectively.

(4) The relationship between both demand and time deposit forecasts
and holdings of short-term government securities reflects the hypothesized
pattern. Holdings of these assets are considerably more responsive to
revisions in deposit forecasts made just prior to a call report than they
are to revisions made in the more distant past.

2. EVALUATION OF THE SUCCESS OF THE ADAPTIVE-
ExPECcTATIONS MODEL

The estimates of the structure of the adaptive-expectations model
are interesting and encouraging. The hypothesis that the history of
deposit forecasts has no significant impact on bank portfolios is rejected.
These results are, however, inferior to results reported in chapter 6 for
the input-output formulation when judged by conventional regression
summary statistics. With the single exception of commercial and in-
dustrial loans, F-ratios are lower (and standard errors of estimate are
higher) in table 3-3 than in table 6-3. For individual asset regressions,
demand and time deposit coefficients are much more erratic in the
adaptive-expectations model than in the input-output specification. This
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superiority of the input-output model occurred even though there is clear
evidence that autoregressive structures differed markedly across banks.®

In evaluating the adaptive-expectations model, it is important to stress
several important differences between the two models. First, the adaptive-
expectations model, through its autoregressive forecasting equations,
requires the estimation of many more parameters than does the input-
output formulation. Second, when applying the adaptive-expectations
model, an investigator must utilize deposit forecasts that differ by some
unknown amount from the actual forecasts used by the banks in the sample.
The input-output model, on the other hand, uses actual deposit data.

Third, if individual bank portfolio equations have the same period of
adjustment, the inpui-output version requires a much shorter history of
deposit changes to describe a bank’s portfolio compositton than does the
adaptive-expectations formulation, As tables 6-1 and 6-2 indicate, deposit
shocks that occur more than one year prior to a call report are unrelated
to a bank’s asset structure on that report. The recursively generated fore-
casts of the adaptive-expectations model utilized actual deposit data two
years before the call report.

In principle the same cutofl date for lagged actual deposit changes
could be imposed when specifying the two models, but this modification
is not likely to prove illuminating.” With the possible exception of mort-
gage loans, the estimated coefficients of the input-output model strongly
suggest that individual banks respond completely to a shock within one
calendar year. The erratic coefficients reported in tables 9-1 and 9-2
provide no sharp evidence about the length of the deposit sequence to be
used in the adaptive-expectations formulation.®

Of all the differences between the two models, the probable existence
of errors in variables in the adaptive-expectations formulation seems the
most serious. Individual banks unquestionably have more information
agbout their current and future deposits than is contained in a time series
of past deposit shocks. The method of deseasonalization that is used in the
model is also crude. The evidence provided in chapter 8 indicates that
seasonal variations were not completely removed from the demand
deposit equations.

6. The estimation procedure favored the adaptive-gxpectations model to some extent
because the forecasting equations used parameter estimates based on samples which could
not actually be availabie to banks applying the method.

7. The wide disparity in the number of lagged actual deposit changes required by the two
modeis is primarily a result of the use of year-ago deposit changes to capture seasonal de-
posit movements in the expectations model.

8. At one point experiments were conducted that shortened the sequence of forecasts by
up to two months. The results were not materially affected in these experiments,
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In chapter 8 time deposit forecasting equations were found to be less
successful than forecasting equations for demand deposits. To determine
the importance of time deposit forecast errors, coefficients were estimated
for a hybrid model composed of demand deposit forecasts and actual time
deposit data, that is, the matrices ;D and 8, respectively. The fit of this
hybrid model was generally not better than that of the adaptive-expecta-
tions model. Time deposit forecast errors do not appear to be the cause of
the relatively poor showing of the expectations model.

As indicated in chapter 8, year-ago changes in deposits were not
available for generating deposit forecasts for the first four call reports,
and estimates of the unobserved 1959 changes were inserted in their place.
This procedure clearly introduces an additional potential source of error.
To test the hypothesis that this procedure distorted coefficient estimates
in the adaptive-expectations model, the sample was separated mto observa-
tions for the first five call reports and for the remaining six. The estimates
for the two subsamples were not materially different from each other, and
there was no evidence that the estimates of the 1959 deposit changes were
an important source of error.

The exercise was not in vain, however; information about the auto-
regressive structure of deposit changes helps to interpret bank behavior.
An example illustrates the point. It was reported in chapter 6 that there
was no evidence that large banks hold less excess cash and other liquid
assets than small banks. The estimates of the deposit equations reported
in chapter 8 provide a rationale for this finding. Large banks have more
predictable demand deposits than smalt banks, and their time deposits
are more easily controlled through the issue of CDs, But large banks, on
average, also show evidence of lower deposit-retention ratios than small
banks. An interpretation is that the greater deposit predictability is offset
by lower deposit retention to produce the observed resuit,

Finally, the empirical results of this chapter suggest that economic
theories which rely heavily on unobservable expectations constructs
may be very difficuit to verify with conventional regression techniques.
There are strong theoretical reasons for believing that banks should try
to forecast their future deposit flows. This theoretical assertion is con-
firmed by intervicws with bankers who indicate that these forecasts are,
in fact, made. The present investigators were unusually fortunalte in being
able to study a large body of clean, disaggregated data concerning guite
well defined variable classifications and decision-making units. The
data vielded plausible and very significant estimates of the parameters of
deposit-generating processes at individual banks. Yet, when these
estimates were used to generate forecasts {or the portfolio model, the
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parameter estimates were inferior to estimates from the simpler, mechan-
istic input-output formulation. That formulation does not deny the
existence of forecasting; but if banks forecast, it implies that they have
identical autoregressive forecasting equations. kn such a circumstance it
would not be possible to identify parameters of the forecasting equation.
Perhaps even more detailed data in greater quantities would permit the
promise of expectations models to be realized, but that must remain an
open question. It is very unlikely that econometric research in other
applied areas will be endowed, in the near future, with a comparable
volume and quality of data. Distributed lags may be reliably identified,
but one should be very cautious when working with “proxies” for
expectations.

Chapter 8 presents evidence that analysis of data for individual firms
can yield quite reliable forecasts. Unfortunately, the costs of estimating
the “'best” forecasting equation for each decision unit in a large sample of
firms are prohibitive. As a result, it was necessary to make simplifying
assumptions. For example, it was necessary to assume that deposit
changes were generated by an autoregrcsswe process of the same order for
all banks in the sample.

Possibly a detailed time-series analysis of an individual decision-
making unit, essentially a case study, would provide insights into the
formation and role of expectations. This approach is plagued by the
difficuity of finding the “representative™ decision unit. The promise of
using aggregative data to estimate the structure of expectations models
seems to be much more limited. It is notoriously difficult to justify aggre-
gation when distributed lags exist in micro-equations [Theil, 1954).

The results reported in this chapter illustrate the importance of having
an adequate alternative against which results from expectations models
can be compared. The input-output formulation served this purpose well.



CHAPTER 10

Bank Earnings, Costs, and Rates of Return

This chapter reports estimates of parameters of a model that explains
cross-section variations in four measures of bank income. As suggested
in section 4 of chapter 4, coefficients of the asset and liability variables are
to be interpreted as the marginal interest rates that an average sample bank
could earn if it could substitute a dollar of the asset or liability for a dollar
of vault cash. The underlying statistical model was described in chapter 4.

The first section reports a number of preliminary tests and procedures
that have been adopted in this chapter. Section 2 contains an evaluation of
interest rates estimated for different assets and liabilities and compares
them with market interest rates and with interest rates that have been
estimated in earlier studies. Section 3 reports an analysis of residuals
obtained from the estimated equations and a set of subsidiary tests utilizing
the residuals.

1. PROCEDURES AND PRELIMINARY TESTS

A bank’s call reports must be averaged together if they are accurately
to describe the portfolio that generated its income in a year. Four call
reports were available in 1960, 1961, and 1962, and three in 1963. Average
balance sheets were constructed from the observed balance sheets using
weights to reflect the information that cach call report contained about the
bank’s portfolio. For example, in the year 1960 the March 15 call report
received a weight of 0.375, the June 15 and the October 3 reports each
received a weight of 0.250, and the December 31 report had a weight of
0.125.* All call report variables had been deflated by total assets on the
date of a report. In this chapter call report variables were muitiplied by a
bank’s total assets on that call report and then divided by its total assets at
year end before averaging. Banks disappearing before the end of a year

1. In 1961 and 1962 the two enclosing year-end call reports received weights of 0.123, and
the three other reports within the year were weighted by 0.250. In 1963 weights were 0.125
for the December 1962 report, 0.250 for the March 1963 report, 0.375 for the June report,
and 9.250 for the December 1963 report.

213
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were discarded because no statement of income and dividends was avail-
able. A total of 762 bank-year observations were available for the First
Federal Reserve District banks; 200 in 1960, 199 in 1961, 187 in 1962, and
176 in 1963.

In chapter 4 four issues were raised for further consideration in the
present chapter. They are (1) the decision to suppress intercepts; (2) the
degree of disaggregation of loan, deposit, and United States government
security measures; (3) the justifiability of the linear specification; and (4)
the intertemporal stationarity of the estimated structure.

The procedure for examining these issues was to poolall 762 observations
into a large sample and then estimate a highly aggregated version of the
underlying equation for each of the four income measures. Analyses of
covariance relating to the first two issues were performed using this
aggregated specification as a basis for testing the null hypotheses. Subse-
quently, the linear specification and intertemporal stationarity issues
were evaluated with an appropriately disaggregated version. The design
of experiments was strongly influenced by results obtained by Hester and
Zoellner [1966].

Table 10-1 shows results obtained for the aggregated model. The
definitions of vartables are indicated by the last column of the table which
refers to table 5-1. All regressions are highly significant, and coefficients are
generally in agreement with a priori expectations. Thus, the coefficients
of the first four assets and the two deposit liabilities have the expected
signs and magnitudes in all but the gross operating income case, where
positive coefficients were expected on deposits, Coefficients on residual
assets and liabilities seem implausible. Two analyses of covariance were
performed to determine whether even this low level of disaggregation was
warranted. The tests indicate that at the 5 percent level of significance for
each of the four income measures (g) the five asset variables do not have
the same coefficients, and also (b) the three liability variables do not have
the same coeflicients.

The first issue concerns the possible statistical significance of intercepts
for the regressions in table 10-1. The four equations were re-estimated
with an intercept, and the results are reported in table 10-2. The intercept
was not significantly different from zero at the 5 percent level in a two-
tailed test for either the gross operating income or the net income after-tax
regression. The hypothesis that the intercept was not different from zero
was rejected in net operating income and net income before-tax regressions.

Apparently, banks have significant net income that is unrelated to
asset composition and that can only be detected when direct operating



TasLE 10-1. RATES OF RETURN ESTIMATED FROM POCLED SAMPLE: AGGREGATED VERSION

Gross Net Ttem
Operating Operating Net Income Net Income Number(s) in
Asset or Liability Income Income before Taxes after Taxes Tabie 5-1
Demand balances at other banks 503 131 804 A25 55
. (.631) (.523) {632} (487)
United States government securities 5.346* 3.502* 2.961* 1.646* 2
(.572) (.474) (.573) {441)
State and local securities 4.283* 3.676 3457* 2.966* 3
(.574) (476) (.575) (.442)
Gross loans 8.814* 3.968* 3.020% 1.527* 6,43
(.517) (.429) (.519) {.399)
Miscetlaneous other noncash assets 2647 -3.097#% —3.637* —2.154% 4,5 7.8,
{.898) {.745) (.900) (.692) 9,10,11
Demand deposits —1.087* —1332* - 987* — 452 60, 61, 62,
(.498) (413) (.499) (.384) 63, 64,65
Time deposits —2.389% —2832% 22254 —1.130% 66, 67, 68,
' (.548) {.435) (.350) (.423) 69, 70
Other liabilities 800 1.106 3.436% 1.i54 residual
(.986) (817) (.988) (.760)
Reciprocal of total assets 1,838.817 —3,988.650* —1916.103* 1,681.629* 12,43
(952.9935) {790.253) (954.961) (734.769)
Summary Statistics
R? 522 374 .268 182
S, 418 346 418 322
F 91.198* 49.925* 30.704* 18.630*
N 762 762 762 762

NoTE: In this chapter, the coefficient of the reciprocal of total assets has a dimension of dollars per year : all other regression coefficients
have a dimension of percentage per year. Also, in this chapter, an asterisk indicates that a coefficient differs significantly from zero at the

5 percent level in a two-tailed test.



TABLE 10-2, RATES OF ReTURN ESTIMATED FROM POOLED SAMPLE: AGGREGATED VERSION WITH INTERCEPT

Gross " Net Item
Operating Qperating Net Income Net Income Number(s) in
Asset or Liability Income Income before Taxes after Taxes Table 5-1
Demand balances at other banks 888 572 639 370 35
(635) (.524) (635) (.490)
United States government securities 5.319* 3.216* 2.665% 1.548* 2
(.586} (484) {585} (452)
State and local securitics 4.249% 3.310* 3079* 2841* 3
(.597) (493) (.596) (460)
Gross loans 8.785* 3.655% 2.696% 1.420* 6, 43
{.536) (.443) (.536) (413)
Miscellaneous other noncash assets 2.630* —~3277* —3.823* —2215% 4,578,
(992) (.745) (901) (695) 9,10, 11
Demand aeposits —1.142% —1916* — 1.592* —.652 60, 61, 62,
{.563) (.464) (.562) (434) 63, 64, 65
Time deposits —2.435% —3.322% —-2.733* —1.298% 66, 67, 68,
{(.591) (.488) (590 (.456) 69, 70
Other liabilitics 742 490 2.819* 944 residual
(1.024) {.845) (1.023) (.789)
Reciprocal of total assets 1,789.642 —4510.545% —2,456.650* 1,.503.410* 12,43
(981.925) (810.347} {980.502) {756.607)
Intercept .069 733* 760* 250
Summary Statistics
R? 522 .379 274 183
S, A18 345 417 322
F 91.095* S1152+* 31.474* 18.737*
N 762 762 762 762
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expenses are eliminated in a regression model. This net income is related
to a bank’s total assets. It probably is attributable to lock-box services,
information dissemination, payroll and related data processing, and so on.
It is not clear why the payment of corporate taxes should reduce the value
of the intercept to insignificant levels. However, inspection of coefficients
and standard errors of coefficients in net income before- and after-tax
regressions suggests that vanations in effective average tax rates are
related to portfolio composition ; this may be the clue to the puzzle, When
corporate taxes are taken out of bank income, regression coefficients
fall more {absolutely) than corresponding standard errors. This result
would not occur if all banks faced the same average tax rate. Both pro-
gressivity in corporate tax schedules and tax law anomalies associated
with capital gain carry-backs and carry-forwards could operate to obscure
net income that is not asset specific in after-tax regressions. Given this
ambiguous pattern, intercepts will typicaily be omitted from estimated
relationships. However, in all cases the reported specification will also
have been estimated with an intercept, and serious discrepancics resulting
from inclusion of an intercept will be noted.

The second issue concerns the degree of disaggregation at which loans,
demand deposits, and United States government securities should be
studied. In an analysis of covariance, separate coefficients were estimated
for insured real estate, other real estate, commercial and industrial, con-
sumer installment, single payment consumer, and miscellanecus other
loans. Definitions of these variables are indicated in the last column of
table 10-3.* The hypothesis that all loan measures have the same coeffi-
cient was rejected at the 5 percent level for the first three income measures
but not for the fourth. In the net income after-tax regression, the estimated
marginal rates of return on the several types of loans were not significantly
different from each other. The observed equalizing of rates of return on
loan components apparently occurs only after banks exploit provisions of
the tax laws. This after-tax result would be observed in a world in which
banks were competitive and required no reward for bearing risk.

Further attempts to disaggregate loans were not made because no
further appealing breakdowns were available, and in an earlier study
afurther loan disaggregation did not prove significant [Hester and Zoeliner,
1966, p. 376). Throughout the remainder of this chapter loans will continue
to be separated into the six indicated components.

2. The covariance tests for disaggregation of loans, securities, and demand deposits were
performed using the model reported in table 10-2 as the buse. That is, only one disaggregation
was performed at a time.



TaBLE 10-3. RATES OF RETURN ESTIMATED FROM POOLED SAMPLE: [JISAGGREGATED VERSION

Gross Net Ttem
. Operating Operating Net Income Net Income  Number(s) in
Asset or Liability Income Income before Taxes  after Taxes Table 5-1
Demand balances at other banks 555 329 777 A49 55
(.544) {.532) {(.649) (.503)
Short-term United States government securities 4.479* 3.175* 3253 1.775* 44, 45, 46,
{.506) (493) (.604) (-468) 47,49, 50
Long-term United States government securities 4.882* 3.146* 2.285% 1.261* 51,52
(.512) (.501) (611} (473}
Other United States government
guaranteed securities 6.581* 3.096% 2.186 1.2G3 48,53
£1.302) (1.275) (1.535) {1.204)
State and local securities 3.846% 3442+ 3.515*% 2981%* 3
(.494) (.484) " {.590) (457)
Insured real estate loans 4.507* 2427 2.990* 1.718* 28
(709} (.694) (-846) (.655)
Other real estate loans 7.965* 3,593% 2.934% 1.493* 27.29,30
{518) (.507) (618) (479)
Commercial and industrial loans 7.156* 3.889*% 3.258%* 1.466 36
{479) {.469) (572) (443)
Consumer installment loans 11.175*% 4.160* 3.235* 1.798* 37,38,
(467) (457) (.558) £432) 39,40
Single payment consumer loans 6.808* 2.290* 1.842* 838 41

(.568) (.556) (679) (.526)



Table 10-3 (continued)

Asset or Liability

Miscellaneous other loans
Miscellaneous other noncash assets

Demand deposits of individuals, partnerships,
and corporations

United States government demand deposits
All other demand deposits

Time and savings deposits

Other liabilities

Reciprocal of total assets

1%

Iy

Z

Gross Net
Operating Operating
Income Income
5.986* 3,500%
{.554) (.543)
3.792* —3.041%
{.765) (.749)
—.393 —931*
(432) (.423)
— 2.608* —.830
{999 (.978)
—.649 —1.573*
{(.569) (557}
—1.444* —2.440*
(.488) 477
1.429 656
(.864) (-846)
1,219.991 —3,633.717*
(824.133) (806.704)
673 A03
348 340
84.921% 27.884*
762 762

Net Income Net Income
before Taxes after Taxes
2.726* 1.141*
(.662) (-513)
—3.263* —1.865*
{914 (.707)
—.848 — 409
(.516) {.400)
—1.660 -.730
(1.194) (924)
—1.537* —.402
(.679) (.526)
—2.196* —1.108*
{.582) (.451)
2.729% 848
(1.032) {799}
—1,243.382 1,941.934%
(984.298) (761.963)
Summary Statistics
289 195
415 321
16.792* 10.027*
762 762

Item

Nuntber(s) in

Table 5-1
31, 32, 33,
34,35, 42
4,578,
9,10, 11

60
62

61, 63,

64, 65

66, 67, 68,
69, 70
residual

12,43
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Disaggregation of demand deposits into deposits of individuals, partner-
ships, and corporations; United States government deposits; and other
demand deposits yielded a significant result in the analysis of covariance
for gross operating income, but not for any other income measure. The
hypothesis of different coefficients is rejected. Nevertheless, because of
continuing interest in the profifability of Tax and Loan Accounts of the
United States government and because a significant result was obtained,
demand deposits hereafter will also be analyzed in a disaggregated form.

United States government securities were broken down into bills, notes,
certificates of indebtedness and bonds with maturities of less than five
years; marketable bonds with a maturity of more than five years; and
other nonmarketable securities and securities guaranteed by the United
States government. It was not convenient to study securities with 2 maturity
of less than one year separately because that detail was not available for
Treasury notes in the 1960 and 1961 call reports. The hypothesis that all
three measures have the same coefficient was rejected in gross operating
income and net income before-tax regressions.

It should be noted that while the estimated after-tax rates of return on
total.loans and total United States government securities are significantly
different from each other, there are no significant differences in afier-tax
rates of return among different types of loans or among different types of
United States government securities. This result is important because it
indicates that differences in measured gross rates of return are not reliable
indicators of the relative profitability of different assets.

Parameter estimates for the disaggregated model are reported in table
10-3; they will be extensively discussed and compared in the next section.
Inspection of the coefficienis does not suggest, however, that coeflicients
of loan variables are especially large or that coeflicients of security
variables are particularly small. The hypothesis involving the existence of
bias resulting from nonlinearities in the specification, which was suggested
in chapter 4, does not appear to be supported by this result.’?

Finally, it is necessary to test the hypothesis that relations reported in
table 10-3 are stationary through time. The rejection of this hypothesis
would imply that interest rates changed by more than can be accounted for
by interbank variation within a year. The hypothesis is tested by estimating
separate equations for each of the years and then comparing residual
variation from the pooled regressions with the sum of residual variation
in the annual regressions.

3. As indicated in chapter 4, these biases would oceur if (1) a bank influenced the interest
rates at which it borrowed or lent, or (2) the percentage of a bank’s resources held in different
assets were a function of interest rate differentials existing at a poini in time.
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In an analysis of covariance, the stationarity hypothesis could not be
rejected at the 5 percent level for the gross operating income, net operating
income, and net income before-tax variables: it was rejected for the net
income alter-tax measure. This lone lack of stationarity may result from
the fact that the average size of sample banks rose substantially during the
four years; progressivity in the corporate income tax structure might
then cause the hypothesis to be rejected.

However, a more likely explanation is suggesied in table 10-4, which

TaBLE 10-4, TIME PATHS OF SELECTED RATES OF RETURN

Asset 1960 1961 1962 1963 Pool

Short-term Uhnited States
government securities

Gross operating income 4.731 3.007 5164 - 3784 4479
Net operating income 3.663 3.890 3.396 4.497 3.175
Net income before taxes 3.105 4.591 3.658 3.771 3.253
Net income after taxes 2.259 2992 1.496 2.296 1.775

Long-term United States
government securities

Gross operating income 5.187 5.906 5.054 4,232 4.882
Net operating income 3.453 4.797 3411 4.741 3.146
Net income before taxes 3.939 4.733 3.336 3.531 3.285
Net income after taxes 2.825 3710 1.671 2.460 1.261

Other real estate loans
Gross operating income 8211 8611 8.579 7.368 7.965

Net operating income - 3.818 4.527 4.322 5179 3.593
Net income before taxes 2407 4516 3.678 4.054 2934
Net income after taxes 1.283 3136 1.596 2.533 1.493
Commercial and industrial loans
Gross operating income 7086 - 7.602 8.033 6.807 7.156
Net operating income 3749 4.580 4.771 5.409 3.889
Net income before taxes 2.382 4421 4.683 4.020 3.258
Net income after taxcs 1.134 2427 2,179 2468 1.466

Consumer instaliment loans
Gross operating income 11.176  11.804 11900 10608  11.175

Net operating income 4.133 5.229 4.834 5.443 4.160
Net income before taxes 2,338 4788 4.688 3.792 3,235
Net income after taxes 1.382 3.688 2.487 2142 1.798

Norte: These coefficients were obtained from annual disaggregated regressions. Asset
variables are defined in the preceding table,
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reports selected asset rates of return in each of the four years, estimated
for each of the four income measures. It appears that year-to-year varia-
tion in estimated interest rates increases as the income variable moves
from net operating income toward variables that might better be charac-
terized as “profits.” Apparently, various bookkeeping adjustments such as
tax carry-forwards, tax carry-backs, additions to loss reserves, charge-ofis,
and recoveries are major sources of variation in profits after taxes. In the
third section additional evidence about such adjustments is presented.

2. EVALUATION OF THE RESULTS

a. Interpretation

Parameter estimates for assets in gross operating income regressions
reported in table 10-3 are larger than published interest rates for the period
1960-63. For exampile, instead of the 4.48 percent estimated for securities
with maturities under five years, Treasury three- to five-year issucs actually
yielded approximately 3.75 percent during these years. Because securities
are carried at cost and because interest rates had falien from 1959 heights,
it is remotely possible that the estimated value for these securities ac-
curately measures the rate of return that banks carned on book values.
State and local securities actually yielded approximately 3.50 percent
instead of the estimated 3.85 percent. Other estimated government security
interest rates also appear to be positively biased.

As expected, consumer installment loans have the highest estimated
gross interest rate, 11.2 percent per annum. These loans tend to be
amortized discount loans with a maximum discount of 6 percent typically
allowed by usury laws ; the estimate suggests that most installment loans
were bearing this maximum legal rate. Uninsured real estate (mortgage)
loans, which include farm and business loans secured by real estate, were
estimated to yield 8.0 percent. Commercial and industrial loans and single
payment consumer loans were estimated to gross 7.2 percent and 6.8
percent, respectively, during the four years, Real estate loans insured by the
FHA and VA earned an estimated 4.5 percent. While this last estimate
appears low, it should be remembered that banks made many insured
morigage loans during the early fifties before the credit stringency of
1957, when FHA and VA ceilings were quite low. Also, New England is
traditionally an area of low mortgage loan interest rates due to the
prevalence of mutual savings banks.
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Bank liabilities were expected to be positively related to gross operating
income ; however, all deposit variables were negatively related to gross
income. There is no obvious interpretation for the significantly negative
time and savings deposit and United States government demand deposit
coefficients.

Results from the net operating income regressions seem quite plausible
and suggest why gross income regressions may be biased. The differences
between gross and net income estimates of interest rates imply very large
estimates for operating costs. It is likely that the net rate of return for an
asset, at the margin, is quite similar for banks serving a given market;
competition will force this outcome. However, gross interest rates do not
necessarily tend to equality across banks. Explicit interest rate charges and
implicit services or costs for an asset can be packaged quite differently
among banks that earn the same net rate of return.* In addition, window
dressing on the June and December call reports produces an upward
bias in estimates of gross returns. Because the dates of these call reports
are known ahead of time, banks momentarily increase their holdings of
cash and decrease their nondeposit debts by reducing their stocks of
earning assets, especially United States government securities, As a result
of this practice, their gross income during the year is generated by a larger
average stock of earning assets than their balance sheets indicate. Thus,
the regressions for gross income produce estimates of rates of return on
garning assets that are biased upward. This bias is less important in the
regressions for the net income measures because both revenues and costs
are biased upward.

Because of these problems, in what follows net operating income interest
rates will be viewed as more meaningful than gross rates. Gross rates
are studied because they approximate market rates that most investigators
believe are relevant for the transmission of monetary policy.

Estimated rates of return for the four security variables in net operating
income regressions are quite similar although state and local securities
tend to yield slightly more than United States government securities. Net
rates of retum on commercial and industrial loans and consumer install-
ment loans exceed most security interest rates. Other real estate loans are
estimated to net about 3.6 percent, while insured mortgages loans net only
about 2.4 percent. Miscellaneous other loans, including loans to farmers
and financial institutions, have a modest estimated net rate of return of
3.6 percent for sample banks. Miscellaneous other assets include the book
value of a bank’s premises; they have an estimated rate of return that is

4. There were not enough time-series observations to allow removal of any bank effects
from the data. Some evidence on bank effects is provided in section 3 and in the next chapter.
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negative. Because such assets are both heterogeneous and measured with
little reference to market values, this disturbing result should not be taken
too seriously.

Estimated net rates of return for deposit liabilities are all negative as
expected. The estimated cost of demand deposits is approximately one-half
the cost of time deposits; deposits of individuals, partnerships, and cor-
porations cost banks about (.9 percent per year after service charges.
The estimated cost of United States government deposits was not sig-
nificantly different from zero. Minor other demand deposits cost about
1.6 percent, and time and savings deposits cost about 2.4 percent per year
during the period studied. Miscellaneous other liabilities were estimated
to vield a positive net return that was not significantly diffecent from zero.

The coefficient on the reciprocal of total assets in the net operating
income regression is an estimate of net “‘fixed cost.” This cost figure can
be used to estimate the **break-even™ size for sample banks. The estimated
net fixed cost for a bank is $3,634, and the average ratio of net income to
total assets during the period was 1.3 percent. Assuming that this ratio
holds for all banks in the sample, the asset size for which income equals cost
is approximately $280,000.° The smallest banks in the sample had roughly
$900,000 in total assets and were, therefore, well above the break-cven
point.

Coefficients in net operating income and net income before-tax re-
gressions differ because of net realized losses, bookkeeping transfers to
reserves, and write-offs. By comparing these coefficients, it is possible to
estimate the collective magnitude of these adjustments for each asset,
For example, sample banks appear to have experienced large losses and/or
write-offs (relative to standard errors) from long-term United States
government securities, but not from other varieties of securities. For loan
variables corresponding “losses™ were about 0.9 percent per annum for
installment loans, 0.6 percent for commercial and industrial loans,
and 0.7 percent for conventional real estate loans. Other coefficients were
similar in the two regressions.

Many asset coefficients in the net income before-tax regression are
quite similar in magnitude. If the corresponding assets differ in terms of
riskiness, it appears that rewards for risk taking are small relative to
estimated standard errors. While these rewards may not be smail in
relation to observed bank earnings/asset ratios, they are too small to be
reliably measured in the present statistical cost accounting analysis.
Obviously it is impossible to reject the existence of some rewards.

5. Very similar results were obtained in a study of banks in the Tenth Federal Reserve
District [Hester and Zoellner, 1966, p. 378).
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It is also interesting to note that the estimated fixed cost for the net
income before-tax regression is only one-third the size of the estimate
obtained for net operating income and is not significantly different from
zero. Because capital and management and other “fixed” factors vary
across banks, it is not implausible to obtain an insignificant coefficient.
Until write-offs and other manipulations are allowed for, banks appear to
experience fixed costs.

Coefficients in the net income after-tax regression, with the notable
exception of tax-exempt state and local securities, were reduced approxi-
mately 40 percent in absolute terms from values in the before-tax re-
gression. This is an estimate of the average rate of income taxation ex-
perienced by sample banks. Coefficients of tax-exempt securities were
about a standard error apart in the two regressions; they bore the highest
after-tax rate of return of all assets considered. Consumer installment
loans were the most “profitable” variety of loan, but their rate of return
was only about one standard error higher than interest rates on most other
varieties of loans. Short-term government securities were also quite
profitable. The unexpected significant positive coefficient for the recipro-
cal of total assets probably results from the progressivity of corporate
income taxes. Finally, deposit mix was an important determinant of bank
profits ; ceteris paribus, banks with large proportions of time deposits were
less profitable. However, ceteris paribus is not relevant; as noted in
chapter 6 banks were observed to place demand deposits and time
deposits in quite different portfolios. In chapter 11 the profitability of
dernand and time deposits is compared more meaningfully.

b. Comparisons with other studies

Aninteresting contribution to understanding variations in bank earnings
was made by the Federal Reserve Bank of Boston during the early 1960s
with its “futictional” cost studies.® These studies report costs and revenues
associated with different balance sheet variables and are estimated by
applying conventional cost accounting procedures to samples of small
banks. While the variables studied above and those used in the Bank's
studies are not identical, they are close enough to permit comparisons.
Table 10-5 reports interest rate estimates that have been construcied from
the Bank’s analysis of an average commercial bank. Estimates of asset
gross rates of return are uniformly less than rates reported in table 10-3.
Deposit gross rates are positive by construction because they represent
service charges that banks collect from customers. Differences between
tables 10-3 and 10-5 are partly a consequence of differences in accounting

6. For details about method and coverage, sce Federal Reserve Bank of Boston [1960-62].
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criteria ; they also reflect the previous observation that the regression pro-
cedure may not be well suited to analyzing bank gross income flows.

TABLE 10-5. INTEREST RATES FROM FUNCTIONAL COST ANALYSES

Gross Net

Asset or Liability 1961 1962 1961 1962
Installment loans 9.08°% 9.20% 549% 5.67Y%,
Real estate loans 5.25 5.37 4.53 4.64
All other loans? 522 527 4.05 4.11
Investments 254 319 2.79 .00
Demand deposits 85 85 =227 —-230
Time deposits 03 .03 —3.12 --3.56

Source: Federal Reserve Bank of Boston, Functional Cost Analysis: Average
Participating Bank (1962), pp. Ad-Al6.

* Commercial and industrial loans comprised the bulk of these loans.

Net rates of return from functional cost analyses, on the other hand, are
quite similar to comparable net operating income estimates in table 10-3,
Investments and all other loans, the bulk of which are commercial and
industrial loans, have almost identical estimated rates. The conventional
method imputes higher rates of return to real estate and instaitment loans
and higher costs to both types of deposits. It suggests that bank net in-
come is more sensitive to bank asset composition than does the statistical
approach. Both methods indicate that time and savings deposits were
approximately 1 percent to 1.25 percent more expensive per annum than
demand deposits.

TaBLE 10-6. RATES OF RETURN REPORTED IN HESTER-ZOELLNER STUDY

Net Operating Net Income
Asset or Liability Income before Taxes
United States government securities 3.60% 3869
Tax-exempt securities 337 3.90
Gross loans 381 417
Demand deposits of individuals —1.15 —2.02
Time deposits of individuals ~2.96 -331
Other noncash assets 1.85 293
Other deposit liabilities -222 —1.66

SourcE: Hester and Zoellner, 1966, p. 381.
MNoOTE: These estimates were obtained in a least-squares cost accounting analysis of a
sample of Connecticut commercial banks pooled over the years 1957-63.
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Table 10-6 reports results from a previous statistical cost analysis of a
sample of forty-three Connecticut banks; parameters were estimated {rom
annual data for the years 1957-63 [Hester and Zoellner, 1966). A small
number of the Connecticut banks appear in the present study, but for the
most part the samples are distinct. Results in table 10-6 are best compared
with estimates reported in table 10-1. The comparisen indicates that the
absolute differences between the two sets of estimates are always less than a
standard error. This comparison suggests that (1) estimates of interest
rates in the New England region can be duplicated from different inde-
pendent samples, and (2) estimaied interest rates may have applied to
sample banks for longer than just the 196063 period of observation.”

3. ANALYSIS OF RESIDUALS

This section analyzes residuals from the four income regressions re-
ported in table 10-3. For ease of comparison, only 700 residuals for the
175 banks that were in the sample over the entire 1960-63 period are
studied. All hypotheses are tested at the 5 percent level of significance.

It is instructive to begin by examining the correlations among the
residuals from the four regressions, which are reported in table 10-7. A
striking feature of these results is the low correlation between the gross
income restduals and those for other income measures. There is no strong
tendency for banks with greater than predicted gross income to have
greater than predicted net income. This result is consistent with the asser-
tion made in section 2 that asset gross rates of return differ more widely
among banks than do net rates. The correlations among residuals of the
net income measures, on the other hand, are relatively high. All net
income measures for a bank tend to be simultaneously underpredicted or
overpredicted. An additional interesting result concerns the correlation
between residuals from the net income before-tax and after-tax regressions.
If the effective tax rate were the same for ali banks, the correlation would be
unity. The slight progressivity in the corporate income tax, the special
treatment of capital gains and losses, and other tax peculiarities reduce
the correlation to .86.

Residuals were analyzed to determine if they are related to such
characteristics as bank size, asset growth, and deposit predictabilhity.
If there are important returns to scale, large banks should have positive

7. The duplication of the earlier result also suggests that inter-year variations reported
previously for the sample of Connecticut banks was a conseguence of measurement errors.
No evidence of year-to-year coefficient variation in net operating income or net income
before-tax regressions was detected in the present study, Cf. Hester and Zoeliner [1966,
pp. 381-83).
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TaBLE 10-7. CORRELATION OF RESIDUALS FROM INCOME REGRESSIONS

Gross Net Net Income  Net Income
QOperating Operating before after
Income Income Tuxes Taxes
Gross operating income 1.000 421 258 278
Net operating income — 1.000 775 627
Net income before taxes — — 1.000 863
Net income - — — 1.000

Note: Residuals were obtained from regression equations reported in table 10-3.

residuals in either the net operating income or net income before-tax
regressions. The banks in the sample were divided into the eight size
catcgories shown in table 5-4. An analysis of variance indicated a significant
relation between bank size and the residuals from the gross operating
income equation. The regression tends to underpredict gross income for
the larger size groups. Apparently large banks package their loans and
deposits in such a way as to earn higher gross income. They alse incur
higher costs in doing so because no significant relation was found between
the size groups and the residuals from the other three income equations.

The hypothesis that residuals are related to the growth rate of a bank’s
assets was rejected. No significant correlations were found between any
of the four sets of residuals and the annual rate of growth of total assets
measured for each bank over the entire 1960-63 period.

Two other hypotheses concern relationships between bank earnings
and deposit variability and deposit predictability. Banks with predictable
deposits or banks with small deposit fluctuations may acquire assets.at
lower cost than other banks. Low deposit variability should also reduce the
costs of servicing deposits. The situation is a little unclear for time deposits
because banks with small fluctuations in time deposits may pay a higher
interest rate to attract such time funds.

Using the sample of 175 banks, the deposit-predictability hypotheses
were tested by regressing each set of income residuals on standard errors
of estimate of both the autoregressive demand and the autoregressive
time deposit forecasting equations.® None of the regressions had significant
F-ratios; the conclusion is that no relation exists between demand and
time deposit predictability and bank earnings. Analogous hypotheses
involving a relationship between earnings and standard deviations of
demand and time deposits were also tested. No significant relation was

8. See chapter 8 for a description of thesc cquations.
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found between weekly variability in a bank’s demand and time deposits
and any of its four income residuals.

Some very interesting results were obtained when analyzing the re-
lationship between net operating income residuals and the annual net
write-offs of losses on loans and securities.® A significant correlation exists
between the residuals from the net operating income regression and the
net value of write-offs in a year, expressed as a percentage of bank assets.
Banks with large net write-offs relative to total assets tend to have greater
than predicted net operating income. Two interpretations of this result
are possible. First, banks with unusually high operating incomes may
obtain this income at the cost of greater risk of losses on their assets.
Second, banks with unusually high incomes are adept at reducing their
taxable incomes by the use of write-offs.

In order to distinguish between these two interpretations, the residuals
from the net operating income equation were regressed on a bank’s mean
net annual write-offs of loans and securities, estimated from four years of
data, and also the annual deviations from these means. The coefficients on
the mean net write-offs are interpreted to measure the compensation for
risk taking, and the coefficients on deviations from the means are inter-
preted to measure tax avoidance through write-offs. The results are
reported in table 10-8. Both the mean and deviations coefficients for
securities had the expected positive coefficient and were significantly
different from zero at the 5 percent level. A $1.00 increase in the mean net
write-off is associated with a $.37 increase in the excess of actual over
predicted net operating income. A $1.00 increase in the annual deviation
in security net write-offs is associated with a .16 increase in the excess of
actual over predicted net operating income.

These results substantiate a hypothesis that banks partly use security
write-offs to avoid taxes and smooth income in good years and also are
consistent with a widely held view that banks with good managemeni—
that is, positive income residuals—attempt systematically to exploit the
tax advantages that are available through careful security trading. The
results for loans are ambiguous. When considered with securities, neither
the mean nor the deviations coefficient for net loan write-offs was signifi-
cantly different from zero. However, when considered alone, the coeffi-
cient on the mean value of net loan write-offs was significant. We con-
clude that banks execute security transactions in order to reduce their tax
liabilities, but they do not manipulate loan write-offs in the same manner.

9, Net write-offs arc defined as losses, charge-offs, and transfers o reserves less recoveries,
transfers from reserves, and profits on loans and securities. See chapter 5for descriptions of the
variables.
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There is strong evidence that banks with relatively high net operating
income experience relatively high losses on assets, but apparently, on
average, loan recipients do not compensate banks for write-offs experienced
on loan accounts when both types of assets are considered together. This
result clearly requires further study.

TABLE 10-8. ANALYSIS OF NET OPERATING INCOME RESIDUALS

Intercept — 0005
Mean security net write-offs 372
(114)
Deviation in security net write-offs 156*
(.068)
Mean loan nei write-offs 037
(178)
Deviation in net loan write-offs —.061
(.090)
R? 029
F 5.104*
S, .003
N 700

Notk: Residuals were obtained from the net opera-
ting income regression reported in table 10-3. All
variables have been deflated by a bank’s year-end
total assets.

4, SUMMARY

The results reported in this chapter indicate that statistical cost account-
ing is a valuable tool for the analysis of commercial banking. Several
results deserve emphasis. First, variations in bank portfolios do explain
variations in bank earnings. Gross operating income and net operating
income are more closely related to portfolio composition than are the
remaining income measures. Second, all income regressions had large
unexplained variances, and these variances were not significantly reduced
by introducing such factors as bank size, asset growth, and deposit pre-
dictability. Finally, both absolute rates of return and differences in rates
of return among asset and liability categories decline as the incorme
measures go from gross operating income to net income after tax. The
pattern of estimated rates of return from net operating income and income
before-tax regressions illustrates the importance of asset write-offs and
of special tax advantages on portfolio rates of return.



CHAPTER 11

Some Prescriptive Conclusions for Improving Commercial
Bank Earnings

The models in this monograph have evolved in large part from an assumed
theory of expected profit maximization by banks. In a perfectly competitive
industry, this assumption could never be tested; all existing firms would
be following best industry practice, and no other behavior would be ob-
served. As noted in chapters 2 and 3, however, banking is far from being a
competitive industry. Entry is limited, and banks are munificently provided
with a law that prevents them from paying interest on one of their principal
factor inputs, demand deposits. Banks are also widely geographically
dispersed and legally limited in their choice of branch location. Therefore,
relatively impetfect local banking markets are likely to recur throughout
the United States. In such circumstances the invisible hand will be a
clumsy paw; inefficient and poorly managed firms and noncompetitive
behavior are likely to exist for long periods of time.

If the approach of this monegraph is correct, it is likely that more
efficient banks will exhibit behavior more in conformity with the proposed
models than will other banks. This hypothesis can be tested if it is assumed
that efficient banks are likely to realize relatively high profits. The major
objective of this chapter is 1o consider this hypothesis in detail. Before
turning to this question, it is instructive to consider the relative profita-
bility of demand and time deposits carefully. The suggestion in the pre-
ceding chapter that these two liabilities differ in profitability appears to
be a conspicuous example of noncompetitive bank behavior,

1. THE RELATIVE PROFITABILITY OF DEMAND AND TIME
DEerosiETS

In chapter 10 it was reported that time and demand deposits differed
in their relative cost of servicing; the imputed cost of time deposits uni-
formly exceeded that for demand deposits. This result, which was expected,
does not imply that time deposits are unprofitable for banks or even
necessarily that a dollar of time deposits is less profitable than a dollar of
demand deposits. Equations reported in tables 6-1 and 6-2 indicate that
demand and time deposits are eventually transformed into portfolios
that have markedly different composition.

231
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To measure the relative profitability of different deposit types, it is
necessary to evaluate the total, not the partial, effect of a unit change in
demand or time deposits on bank profits. The partial effects are given by the
estimated net costs of deposits as reported in table 10-3. The total effect
can be computed by multiplying a row vector of estimated equilibrium
portfolio changes (both assets and the assumed changes in liabilities} in
response to a permanent deposit injection by a column vector of cor-
responding imputed rates of return as estimated in chapter 10.

To measure the effect on a bank’s profits of substituting a dollar of
demand deposits for a dollar of time deposits, it is necessary to re-estimate
portfolio adjustment equations so that asset categories correspond to those
for which rates of return were obtained in chapter 10. Table 11-1 reports
estimated demand and time deposit equilibrinm shares for these asset
categories.! The third column of the table shows the difference between the
two sets of coefficients which is the predicted portfolio change that a
commercial bank would make if it lost a dollar of time deposits and gained
adollar of demand deposits.> Table 11-2 shows the net contribution to bank
income of each asset’s change. It was obtained by multiplying elements of
the third column in table 11-1 by the corresponding coefficients reported
in table 10-3 for each of the four income variables studied. The last row of
table 11-2 reports the total effect of this substitution on the four measures
of bank income.

Shifting from time to demand deposits causes income flows from long-
term bonds, mortgage loans, and miscelaneous other loans to decline and
causes income from consumer loans to expand considerably. Such shifts
cause a bank’s gross operating income to fall, principally because a
larger fraction of assets must be non-interest-bearing reserves. On the
other hand, shifting from time to demand deposits causes the three net
income measures to rise. These increases, 0.51 percent, .56 percent, and
0.37 percent are remarkably large and apparently reflect the high interest
cost of time deposits. In chapter 5 it was reported that mean sample bank
net current operating income as a percentage of total assets was 1.30
percent; corresponding means for net income before and after taxes
were 1.17 percent and 0.74 percent, respectively. The mean sample bank
had a ratic of demand to time deposits of about 2:1 and total deposits
represented about 86 percent of bank assets. Assuming that this ratio of

1. These coefficients were obtained from a regression specification and sample identical
to those used to obtain the coefficients reported in tables 6-1 through 6-3, but with different
dependent variables. They correspond to the last row in tables 6-1 and 6-2. To avoid re-
dundancy, other details about the underlying equations are not reported.

2. The sum of the changes differs from zero because of changes in cash assets, which are
irrelevant to the analysis because they are assumed to earn no net inferest.
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deposits to total assets is maintained, a bank having no time deposits is
estimated to have net income after taxes as a percentage of total assets
equal to 0.86 percent ; the corresponding value for a bank with no demand
deposits is 0.54 percent.

TABLE 11-1. EQUILIBRIUM SHARES OF COMMERCIAL BANK ASSETS

Demand

less

Demand Time Time
Asset © Deposits  Deposits  Deposits
Demand balances at other banks 0956 —.0605 1561
Short-term United States government securities 1522 1976 —.0454
Long-term United States governmeni securities 0356 1314 —.0958
Other United States government securities —.0115 0342 — 0457
State and local securities 0667 0706 —.0039
Insured real estate loans 0125 0253 —.28
Other real estate loans .0743 2658 -, 1915
Commercial and industrial loans 1491 1397 0094
Consumer installment loans 2009 1021 .0988
Single payment consumer loans 0792 0048 0744
Miscellaneous other loans 0255 1171 —.0916
Miscellaneous other noncash assets 0276 0503 — 0227

Noi1s : Definitions of assets are in table 10-3.

These results suggest that commercial banks operating in imperfect
markets would not be interested in attracting time deposits if each dollar
attracted meant a dollar loss in demand balances. However, commercial
banks do have to contend with savings and loan associations and mutual
savings banks that have no corresponding reason to avoid competition for
time deposits. So long as these latter competitors have a very small share
of a community’s liquid savings, it would not be profitable for commercial
banks to compete. The losses in income from switches from demand to
time balances would likely exceed gains in income from externally
attracted time deposits. However, in every local market there will be some
critical share after which this inequality will be reversed, and commercial
banks will compete for time deposits. Evidently this critical share was
reached in many communities in the United States during the late 1950s
and early 1960s. It was reached in the national money market in about
1962, when negotiable certificates of deposit first appeared in large volume
in major financial centers.
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There is no immediate interpretation from this argument for the pattern
of time and savings deposit coefficients observed in chapters 6, 7, and 9.
However, if banks successively viewed time deposits as exogenous and
then partially endogenous, arguments underlying the adaptive-expecta-
tions approach suggest that behavior would change and perhaps appear
erratic. Empirical studies of our portfolio models could be seriously
impaired if different banks reached critical local market shares on different
dates. The conclusion for profit-maximizing banks is that they should

begin to compete for time deposits only after their market share has fallen
sufficiently.

TABLE 11-2. IMPACT ON PROFITS OF SUBSTITUTING DEMAND DEPOSITS
rOR TiME DEPOSITS

Net Net
Gross Net Income Income
Operating Operating  before after
Asset or Liability Income  Income Taxes Taxes
Demand balances at other banks .087% 031% A21% 0709
Short-term United States
government securities —.203 —.144 —.148 —.081
Long-term United States
government securities —.468 —.301 —.219 —.121
Other United States government
securities —.301 —.142 —.100 — {55
State and local securities -.035 —-.013 —.014 —.012
Insured real estate loans — 058 —.031 —.038 -~ 022
Other real estate loans - 1.525 —.688 —.562 —.286
Commercial and industrial loans 067 037 031 014
Consumer installment loans 1.104 411 320 178
Single payment consumer loans 507 170 A37 064
Miscellaneous other loans —.,548 —.330 —.250 —.105
Miscellaneous other noncash
assets — 086 .069 074 042
Private demand deposits -.542 ~1.019 —.989 — 424
Time deposits 1.444 2.440 2.196 1.108
Total change in carnings =537 510 559 370

2. COMMERCIAL BANK PROFITABILITY AND THE SUCCESS OF
THE MODEL

This section builds upon results reported in chapters 6 and 10 it re-
ports an additional “higher order” test of the arguments of chapters 2 and
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3. The analysis proceeds in three stages. First, a regression equation similar
to that reported in table 10-3 was estimated for net current operating
income from the pooled sample of 762 bank-year observations.® Residuals
were computed for each observation and then were averaged for each
bank. The resulting set of 201 residual means measure variations in net
income that by construction are independent of average portfolio com-
position. Among other things, they reflect differences in locational mo-
nopoly rents, scale, entrepreneurship, and portfolic adjustment paths.
These sources of residual net income are not necessarily independent, but
in the following discussion banks will be studied as if only differences in
portfolio adjustment paths matter.

Second, the 201 residual means were sorted into ascending order and
then arbitrarily divided into three subsamples. The first subsample con-
sisted of the 60 banks with the highest residual means; hereafter it is called
the “positive” sample. The second or “negative” sample consisted of
the 60 banks with the lowest residual means, and the remaining 81 banks
constituted the “remainder sample.”* As was reported in chapter 5, not all
of these banks were studied in the portfolio analysis of chapters 6 and 9.
Accordingly, in the present chapter attention will be restricted to the 184
banks that were studied in both chapters 6 and 10. The subsamples,
therefore, are somewhat smaller than just described. There are 57 positive
(relatively profitable) banks, 54 negative (relatively unprofitable) banks,
and 73 remainder banks. Table 11-3 shows the size distribution of the
banks in the three subsamples.

The distribution suggests a slight tendency for small banks to have a
disproportionately large presence in the negative sample, but scale is by
no means the sole discriminant. In terms of bank call report observations,
the positive and negative samples each have 560 observations; the re-
mainder sample has 723 observations. Other characteristics of banks in
the three samples are considered in section 3 below.

Third, parameters of the input-output model of chapter 6 were esti-
mated from each of the three samples. All assets considered in chapter 6
were regressed on (1) the thirty-two deposit change and level measures, (2)
the two overflow variables, (3) the ien dummy variables, and (4) capital.
Individual bank eflects were again removed. Table 11-4 reports the assets
that were studied, summary statistics about these regressions, and

3. The specification differed from that reported in table 10-3 because the reciprocal of
total assets had to be omitted for reasons of confidentiality when this chapter was being
prepared.

4. Only 3 of the 201 banks fell into different subsamples when the reciprocal of total assets

was subsequently added to the regression. For the purposes of this chapter the emission of the
reciprocal of total assets is inconsequential.
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analyses of covariance, which test the hypothesis that parameter estimates
from the three subsamples came from the same population,

TABLE 11-3, NUMBER OF SUBSAMPLE BANKS IN DIFFERENT StZE CATEGORIES

Bank Size® Positive Remainder  Negative Total
0-2 1 6 5 i2
25 16 19 20 55
5-16 20 : 22 13 55
10-25 10 15 10 35
25-50 5 3 5 13
50-100 2 4 0 6
100--300 1 2 1 4
over 300 2 2 0 4

Total 57 73 54 184

* Bank size refers to the amount of deposits (in millions of dollars) that a
bank held on January 6, 1960.

The three sets of subsample regressions were generally significant with
F-ratios that were comparable to results reported in chapter 6, once
allowance is made for their smaller numbers of degrees of freedom. These
F-ratios are not reported. F-ratios reported in columns (1), (2}, and (3) of
table 11-4 test the hypothesis that the inclusion of thirty-two current and
lagged demand and time deposit variables improve descriptions of bank
portfolios when compared to a model where only contemporaneous levels
of bank labilities, capital, and call report intercepts appear. These tests
suggest that the input-outpuat model can be applied successfully to all three
subsamples and that knowledge of a history of deposits is especially useful
in describing a bank’s cash, state and local securities, mortgage loans,
consumer loans, and short-term securities.® Judging from the F-ratios,
the model does almost equally weli for each of the subsamples.

However, the analyses of covariance strongly suggest that adjustment
paths differ among the three subsamples. F-ratios reported in column (4) of
table 11-4 indicate that adjustment paths for cash, loans to banks, con-
sumer installment loans (especially auto loans), and short-term govern-
ment securities differ significantly at the 5 percent level. Since descriptions
of fluctuations in cash and particularly short-term government securities
are an important concern in this monograph, these résulis are very en-
couraging from the standpoint of developing prescriptions for optimal
portfolio behavior by a bank.

5. Analogous tests were described in the text of chapter 6, where it was concluded that
knowledge of the history of a bank’s deposits yielded substantially improved descriptions of
bank portfolios when compared with a contemporaneous liability formulation.



TABLE 11-4, F-RATIO STATISTICS FOR SUBSAMPLE REGRESSIONS

Subsample
Positive Remainder Negative Covariance Irem Number(s)
Asset ) (2) (%1} 4) in Table 5-1
Cash 3.750* 2.589% 2.385* 1.438* 1
State and local securities 2.396* 1.908* 1.483 1.259 3
Mortgage loans 2.681* 3.080* 3.828* 1.023 27, 28, 29, 30
Financial loans 1.635* 825 1.571* 1.095 31,32, 33
Commercial and industrial loans 1.081 1.002 1.313 902 36
Consumer loans 1,710* 4.101* 1.987* 1.311* 37, 38, 39,40, 41
Short-term govt. securities 3.138* 4.967* 3.103* 1.389* 44, 45, 46, 49
1-5-year govt. securities 1.463 1.455 1.174 1.559* 47, 50
5-10-year govt. securities 1.019 191 1414 1.106 51
Other assets 759 1.119 1.102 1.292 residual
Mortgage Loan Detail

Insured 997 887 1.276 823 28
Conventional 3433 1.494* 1.748* 1.098 29
Nonfarm, nonresidential 1.308 1.906* 1452 997 30

Consumer Loan Detail
Automobile 1.620* 2.231* 770 1.571% 37
Other consumer instaliment 1310 .863 974 1.160 38
Repair and modernization 803 1.089 1.319 1.084 39
Single payment 1.436 3.270* 1.370 1.029 41

Interbank Claim Detail
Deposits due from banks 1.069 2.534% 1.345 894 55
Total reserves 1.141 1.633* 1.311 1.169 58, 59
Loans to banks 1.743* 594 1.653* 1.351* 31

NoTe: An asterisk indicates that the F-ratio is statistically significant at the 3 percent level. Degrees of freedom have been adjusted
to account for the fact that bank effects have been removed. Thus in columns (1) and (3), degrees of freedom are 30/455; in column (2},
30/614 ; and in column (4), 90/1524,



TABLE 11-5. CasH, SHORT-TERM GOVERNMENT SECURITY, AND CONSUMER LOAN ADJUSTMENT PATHS FOR BANK SUBSAMPLES

Cash Short-Term Gout. Securities Consumer Loans

Positive  Remainder  Negative Positive  Remainder  Negative Positive  Remainder  Negative
Demand Deposits

a, 556+ 491 497 215% 326 300* 098* 004 068
., 435+ 231 301 221% 423 348* 35+ 050 017
dy. s 222 277% 387 328* 251 256+ 143+ 046 - 024
2., 366 396+ 373+ 285% 333* 205% 153 028 —.001
.., 264 315* 299+ 390* 389* 283 139* 082%  —.005
d, 210 272 207 439+ 255+ 426 170* 056 032
2. 188* 236* 216* 376 289% 448* 178* 047 —.014
d,_s 198+ 251% 316* 471 352* 255+ 190 064 008
F I 166 265 259+ 349* a27% 302+ 197+ 099+ 076
a, . 126* 291* 273 234+ 157* 161 220% 094 066
1. . 240 261* 285* 327 150 037 209* 104 060
2., 175* 359% 229+ 316 246+ 154 162* 140 094
210 197 273+ 349+ 192+ 110 054 224 184* 045
. 189* 262* AT 154 025 — 240% 276 160+ 117
259* 334% 330* 138 — 004 —120 178* 233 096*

E
i
Y

d, 13 224* 238% 354% 086* —.002 D53 233 196* J54*



Time Deposits

5. 450 562 —.121 669 154 562 -.102 169 — 116
Fuon 393 -230 372 666 640 023 132 150 - 332
Suez 376 237 — 085 — 580 606 107 032 162 — 007
Som 090 410 405 866 628* 081 239 .006 269
Sm-2 458~ 147 — 347+ 291 412 122 294 009 199
S 200 —.509%  —.023 172 — 085 258 — 308* 11 028
§rs 098 — 038 —.255 494 1316* 385 280 - 037 159
Ses 301 296%  —397* 430 367 153 328 091 309
5 206 ~.135 —.188 676 —.171 110 — 167 283* 085
S 259 — 085 262 — 673 592 062 — 093 - 069 114
Sp_s 125 027 103 013 346 345 193 045 103
5o —.158 350 —.571% 975% - 455 236 —.088 149 312
5 1o 288 — 270 — 085 - 517 165 262 001 397* 158
Spe 11 152 — 081 — 090 420 230 113 — 050 161 104
S 12 - 236 074 — 45T 632 — .08l - 012 214 095 312+
Sw_ 3 — 088 -072 235+ 081 167* 082 062 110 095*

NoTE: An asterisk indicates that a coefficient differs significantly from zero at the 3 percent level in a two-tailed test.
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It is convenient to examine differences in adjustment paths both numeri-
cally and graphicaily. Table 11-5 repotts demand and time deposit coefhi-
cients estimated for the three subsamples of banks. Again, bank effects,
call report effects. and the influence of capital and overflow variables have
been removed during estimation. In view of the significance pattern in
column (4} of table 11-4, attention is restricted to cash, consumer loan, and

short-term government security regressions.
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Ficure 11-1, DEMAND DEP0SIT COEPFFICIENTS FOR CASH
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Demand deposit coefficients for cash, which are plotted in figure 11-1,
show striking differences.® Positive banks exhibit a relatively smooth
declining adjustment path with banks retaining a large fraction of cash,
56 percent, during the week of the inflow. This fraction declines to near
the estimated equilibrium level of 22 percent after five weeks. Remainder
banks show similar initial and equilibrium coefficients, 49 percent and
24 percent respectively, but they are somewhat slower in reaching the
equilibrium level, and their coefficients are more erratic. Negative banks,
on the other hand, have much larger equilibrium levels of cash, approxi-
mately 35 per cent, and are much more erratic. The third from last co-
efficient for negative banks almost equals the initial value of 50 percent.
Evidently, differences in bank management of cash in response to demand
deposit inflows are important in explaining variations in bank profitability.
Very profitable banks control their cash as the theory of chapter 3 pre-
dicts. Other banks have distinctly more erratic cash profiles and in equi-
librium have excessive cash assets.

Time deposit coefficients for cash, plotted in figure 11-2, are more
erratic but also seem to differ among subsamples. While statistical signifi-
cance is infrequent, the following pattern is evident. The least erratic are
coefficients for positive banks; they are large initially and then decline to
insignificant negative values. Remainder banks have a similar trend, but
are quite irregular. Coefficients for negative banks are equally irregular and
very often nonpositive. Five coefficienis for negative banks are significantly
different from zero, and all have this seemingly wrong sign. No doubt, the
estimated negative time deposit reserve requirement, discussed in chapter
6, would have been less evident if these unprofitable banks had been ex-
cluded. Again, the behavior of the most profitable banks seems to be best
predicted by the theory.

Demand deposit coefficients for short-term government securities,
plotted in figure 11-3, differ less among subsamples than do cash coeffi-
cients. All three groups of banks buy some securities when deposits flow in,
have a maxitmum incremental security/deposit ratio after about four
months and then allow securities to run off. Positive banks again show the
smoothest adjustment path. Initially, 22 percent of their inflow is invested
in short-term securities. A maximurmn share of 47 percent is reached mn
about six months, and the equilibrium share is about 9 percent, which
differs significantly from zero. Remainder and negative banks buy more
securities initially and have long-run equilibria that are insignificantly
different from zero. Remainder banks also exhibit a less peaked adjust-
ment path than positive banks. The negative bank path is distinctive in
that it is very erratic and that its coefficients are insignificantly positive

6. The coefficients are plotted sequentially in figures 11-1 through 11-6 without reference
to the time interval that they describe. Thus, the abscissae show the position of the coefficient
in table 11-5, not calendar time.
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FIGURE 11-3. DEMAND DEPOSIT COEFFICIENTS FOR SHORT-TERM SECURITIES

after about seven months. Evidently, both remainder and negative banks
acquire and dispose of securities prematurely; higher profits can be ob-
tained by converting them to loans and other investments at a slower rate.
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Time deposit coefficients for short-term government securities (figure
11-4) are very erratic; successive coefficients flip-flop considerably. Nega-
tive banks have the smoothest pattern of coefficients although no coeffi-
cients differ significantly from zero. Equilibrium time deposit coefficients
also do not differ appreciably.
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FIGURE 11-5. DEMAND DEPOSIT COEFFICIENTS FOR CONSUMER LOANS

Demand deposit coefficients for consumer loans, plotted in figure 11-5,
differ suggestively across subsamples. For negative banks, the share of
demand deposits invested in such loans fluctuates widely and is not
regularly significant until the last three coefficients. The equilibrium level of
15 percent for negative banks is low relative to other bank samples, but
high relative to their own deposit-change coefficients. 1t appears that
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negative banks failed to reach equilibrium one year after a deposit inflow.
On the other hand, both positive and remainder banks quite steadily
increase their incremental consumer loan/demand deposit ratios as time
passes. Positive banks allocate 10 percent of a deposit inflow immediately
to consumer loans; their coefficients are always significant, and after
about six months essentially are at the equilibrium level of 23 percent.
Remainder banks are slower in converting deposit inflows to consumer
loans and reach equilibrium after about ten months. Consumer loans have
high net operating income rates of return; positive banks tend to have
more of their demand deposits in such loans at equilibrium and to achieve
equilibrium levels more quickly than other banks.”

Consumer loan time deposit coefficients (figure 11-6) appear very erratic
and seem of little interest in this chapter. They are infrequently significantly
different from zero. Both remainder and negative banks have equilibrium
levels that differ significantly from zero; positive banks do not,

3. CoNCLUDING REMARKS

This section reports additional information about subsample banks and
briefly interprets the findings. In chapter 10 residuals of various income
regressions were compared to a number of bank characteristics, but
nothing was found that would account for the results reported in the
preceding section. For the record, mean values of different bank assets,
expressed as a percentage of total assets, are reported in table 11-6 for
the three bank subsamples. Since banks were classified from residuals
obtained by regressing net operating income on various assets and
liabilities, it would be surprising if large differences appeared. The simi-
larity of means suggests (1) that the income model was properly specified
and (2) that differences in profits across subsamples are not attributable
to average portfolio differences.

The mean standard error of estimate in demand deposit forecasting
equations varied slightly across subsamples. It was 2.35 percent for posi-
tive banks, 2.39 percent for remainder banks, and 2.43 percent for negative
banks. In chapter 10 the correlation between individual bank standard
errors and profit residuals was found to be insignificantly different from
zero. Therefore, this weak relation does not seem worth pursuing.

7. Net operating income does not reftect adjustments for default losses and loan write-offs.
It is possible, therefore, that bank profits after taxes are not augmented by rapidly acquiring
consumer loans. No attempt has been made to investigate this possibitity, but it does not
seem likely in light of results from an experiment reported in the next section.



Some Prescriptive Conclusions for Improving Commercial Bank Farnings 247

Coeffictent
Value

B —

= Negative

VRemainder
Banks
[y I -
Positive Banks
P (S O T N T O T T T A oy |
5. §u-2 Fmez  Sm-s Sm-g Smes Smorn Sm-iz Coeflicient
Position

FIGURE 11-6. TiMe DEPosIT COEFFICIENTS FOR CONSUMER LOANS

Because bank growth rates and residuals were also found to be unrelated
in chapter 10, no further investigation of deposit growth was attempted.

A more substantive issue concerns whether the correct measure of net
income has been used to classify banks. A bank presumably wants to
maximize net income after taxes rather than net current operating income.
The latter measure, nevertheless, was used in this chapter since it is less
subject to arbitrary accounting adjustments for tax purposes. In chapter 10
the correlation between net current operating income and net after-tax
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TABLE 11-6. MEAN PORTFOLIO SHARES OF BANK SUBSAMPLES

Subsample
Item Number(s)
Asset Positive  Remainder  Negative  in Table 5-1

Cash 16.5% 16.4%; 1649 1
State and local securities 73 6.6 6.4 3
Mortgage loans 14.1 142 13.5 27,28,129,30
Commercial and industrial

loans 15.8 13.5 159 36
Consumer loans 153 17.7 16.1 37, 38,39,40, 41
Short-term govt, securities 8.1 84 8.3 44, 45, 46, 49
1-5-year govt. securities 10.1 108 10.2 47,50
Other assets 12.8 124 13.2 residual

Total assets 100.0% 100,09 100.0%

Note: Means of bank assets differ slightly from those reported in table 5-5, which
were estimated {rom the sample of 201 banks.

income was found to be .627. Table 11-7 reports mean residuals corre-
sponding to the four measures of income, expressed as a percentage of
total assets, for the three subsamples. Clearly, banks with positive (nega-
tive} net operating income residuals also tended to have positive (negative)
residuals for other measures as well. Subsample mean residual variations
appear quite large for the three net income measures. In chapter 5 it was
reported that all sample banks had mean percentages of net operating
income and income before and after taxes to total assets of 1.30 percent,
1.17 percent, and .74 percent, respectively.

In conclusion, the evidence of this chapter is consistent with the follow-
ing statements and does not seem readily interpretable without them.
First, markets served by commercial banks are quite imperfect owing to
limited entry and to legally imposed restrictions on competition. Quite
wide differences in bank efficiency are evident. Second, after eliminating
effects of variations in bank portfolic composition, bank net income is
strikingly related to the shapes of adjustment paths that describe how
banks convert demand deposit inflows into cash, short-term securities,
and consumer loans.

Positive (profitable) banks have much smoother portfolio adjustments
to demand deposit shocks than other groups of banks. Like other banks,
they initially hold a large percentage of a demand deposit inflow in cash,
but they reduce this cash position more rapidly by purchasing both short-
term securities and consumer loans. They retain their short-term securities
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for a longer time and appear' to desire larger equilibrium shares of such
securities than other banks. Profitable banks are much prompter in
investing in lucrative consumer loans than other banks.

TABLE 11-7. MEAN INCOME RESIDUALS FOR BANK SUBSAMPLES

Subsample
Income Measure® Positive Remainder Negative
Gross operating income 123 —.021% —.072%,
Net operating income 330 000 —.316
Net income before taxes 312 —.007 -~ 285
Net income afier taxes 139 006 -133

Note: These residuals were computed from regression equations which
differ from those reported in table 10-3 because they omitted the re-
ciprocal of total assets. Mean values are unlikely to be appreciably
affected by this omission. Rows in this table do not sum precisely 1o
zero because the income regressions were estimated from the full
sample of 201 banks, whereas a total of only 184 banks appear in the
subsamples.

* Expressed as a percentage of total assets.

A comparison of results for positive and negative banks strongly
supports the arguments in chapters 2 and 3, which predict that banks who
maximize expected net income will exhibit the dynamic behavior observed
in positive banks. Neither variations in bank deposit variability nor
variations in bank size across subsamples are sufficiently pronounced to
explain the observed differences.



CHAPTER 12

Bank Behavior and Macroeconomic Credit Flows

In this chapter the input-output models that were described in chapters
6 and 7 are examined from a macroeconomic perspective.! The objective
is to study processes by which such micro-bank relations can be aggregated
to macro-equations, When comparing aggregation processes, systemwide
speeds of adjustment and equilibrium portfolio allocations are empha-
sized.

The first section describes the additional specifications that are neces-
sary to construct macro-relations from the empirical portfolio results
reported in tables 6-1, 6-2, and 7-2 through 7-5. It also shows how those
results were modified to facilitate simulation experiments and intuitively
suggests the nature of the aggregation processes.

The second section reports a number of simulation experiments that
illustrate quantitatively how some hypothetical financial systems respond
to different shocks. These experiments are based on the assumption that
banks do not distinguish between reserves and other cash assets; primary
emphasis is upon aggregate portfolio composition.

In the third section other experiments are described that ignore details
of portfolio composition but strictly observe the distinction between
reserves and other cash assets. These latter experiments utilize actual
aggregate levels of member bank reserves as simulation input and yield
estimates of aggregate bank deposits. They thus characterize a number of
alternative “‘money supply functions.”

The concluding section utilizes the simulation experiments to analyze
problems associated with implementing monetary policy and also to
account for certain unusual econometric results that have appeared in the
literature.

. AGGREGATION IN A CLOSED LINEAR SYSTEM
Since all relations considered in chapters 6 and 7 are linear, it might

seem a trivial matter to construct macro-equations from individual bank

1. Preliminary versions of results reported in this chapter were presented in Hester and
Pierce [1967a, 1970].

250
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behavioral equations. This is not the case. Intuitively, the problem is
that as one bank adjusts toward equilibrium, it necessarily disturbs the
positions of other banks in the system. The dynamic adjustment paths of an
individual bank and the banking system will be related but not identical;
a system of many banks will reach equilibrium more slowly than will an
autonomous individual bank. Additional information or assumptions
must be used to close the system; when the system is closed, it need not
behave like an individual bank.

There are at least three major nonbank actors in the aggregation process,
First, in principle, the aggregate level of member bank deposits in the
United States is controlled by the Federal Reserve System, which sets the
volume of reserves available to the banking system and reserve require-
ments. Second, the public influences the process when it determines the
amounts of currency, demand deposits, time deposits, and savings deposits
that it will hold and when it chooses between member and nonmember
bank depositories.” Finally, in recent years international financial and
nonfinancial corporations have affected the process through the Euro-
dollar market and other financial innovations.

In the following discussion, no attempt will be made to analyze the ways
in which international firms affect the banking system’s portfolio. In
addition, with the exception of the fourth section, the Federal Reserve
System will play an exceedingly passive role, although this role differs
in sections 2 and 3. The public and banks occupy the spotlight. A policy-
induced shock to bank deposits is hypothesized to cause a dynamic
expansion of credit that depends on (1) the rate at which individual banks
adjust their portfolios (as estimated in chapters 6 and 7); (2) the speed at
which the public effectively returns funds withdrawn from financial
institutions; and (3) the shares of newly created deposits that are re-
deposited in commercial bank demand accounts, in commercial bank time
accounts, and in savings bank accounts. The effective return speed or
“turnover” rate and the redeposit shares are primarily determined by
transactions habits and savings behavior of the public. Turnover also
depends importantly on clearing conventions and government regulations
concerning settlements of interbank transactions.

In a primitive world, banks may be thought of as executing all fransac-
tions with currency. When a bank acquires an income-earning asset, it
pays for it with currency. In such a world, a banking system could not
expand credit beyond an initial currency injection until its currency out-
lays were returned to it by the public. In modern banks, of course, assets
can be acquired without currency outflows through the use of checks.

2. For a similar specification, see contributions by Brunmer [[961] and Modigliani,
Rasche, and Cooper {1970].



252 Bank Management and Portfolio Behavior

Until the checks are presented for collection, a bank experiences no loss
of reserves (or currency). Since in most instances another bank will present
the check for collection, the banking system rarely experiences the loss of
reserves or currency that its primitive counterpart suffered. This does not
imply, however, that the modern system can expand credit as fast as its
constituent banks. Banks must be aware that they have received funds
and believe that such funds will remain with them long enough for them
to profit from a credit expansion. In the modern system the length of time
it takes, on average, for a banking system to reacquire effective use of
money it has created is the reciprocal of the turnover rate.® It is not
fruitful to explore the determinants of turnover in great detail. They
include {a) a legal structure that defines and relates cash items, deferred
availability, bank float, Federal Reserve float, and so on; (b) individual
banks’ information about and analysis of their cash flow; (c) the propor-
tion of credit created that is drawn down in the form of currency flows;
and (d) asset transactions costs,

The turnover rate is important for describing how much time must
pass before a policy-induced shock is absorbed by the system. H the
deposit turnover rate approaches infinity, total financial credit will trace
a path that converges as fast as the slowest adjusting financial institution.
Total financial credit will follow a path that is proportional to a weighted
average of the reciprocals of previously estimated deposit coefficients,
where weights are the shares redeposited in different accounts. On the
other hand, if the turnover rate is low, the system will be able to expand
credit only very slowly. Apart from crude debit statistics, very little in-
formation exists about the rate of deposit turnover, Turnover is intensively
studied in section 3 below, where estimates of the average rate of turnover
of demand and time deposits are reported.*

While the turnover rate is crucial for understanding the speed with
which a system adjusts to a shock, it is unrelated to the equilibrium
toward which a stable system tends. Redeposit shares, on the other hand,
are critical for understanding the equilibrium mix of financial assets.
If savers in an economy place all of their incremental liquid assets in
demand deposits, the economy will tend to have a portfolio that resembles
the last row of asset shares in table 6-1. If instead they place half of their
incremental assets in time and half in demand deposits, portfolio shares

3. A modern banking system may never reacquire effective use of money it has created.
An example is when a bank lends to an individua! who engages in multibank kiting of checks.

4. In principle, it is possible to view deposits created by different asset acquisitions as
turning over at different velocities. No attempt is made to incorporate this possibility;
the maintained hypothesis is that turnover rates are independent of bank asset choices,
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will approach an equilibrium lying between the last rows of asset shares
shown in tables 6-1 and 6-2.°

The simulations considered below concern systems that create demand,
time, and savings deposits. With one exception in section 3, it will be
assumed that the turnover rate is independent of interest rates and is an
institutionally determined, time-invariant, parameter. If electronic or
other technologically improved clearing mechanisms were to be intro-
duced, the assumption of time invariance would have to be abandoned.

Redeposit shares are likely to be a function of nominal interest rates
paid on different assets, and, therefore, to vary through time. Resuits from
empirical studies of houschold portfolios usually support a hypothesis
that the share of time and savings deposits is an increasing function of the
interest rate paid on such deposits.® An experiment that permits re-
deposit shares to vary with the savings deposit interest rate is reported in
section 3. Other determinants of shares (or portfolio behavior) include
transactions costs for savers, various forms of uncertainty, lifetime income
profiles, bequest objectives, tax laws, and so on. None will be considered
in the series of experiments that follow. This omission will not be serious
given the limited objective of illustrating aggregation processes.

Once the possibility of portfolio choice is recognized, it is apparent
that a complete model of credit creation must allow funds to flow into
all intermediaries, not just commercial banks. Since simulation experi-
ments below concern only commercial and savings banks, they must be
interpreted cautiously in the context of the American economy.

The simulation experiments can be viewed as an application of the simple
textbook bank credit ¢creation algorithm. In section 2 a monetary authority
is assumed to make a permanent one-time injection of a fixed amount of
cash assets to all intermediaries, in this instance, commercial and savings
banks. The monetary authority acts to insure that the sum of cash assets
at all intermediaries is permanently augmented by $1,000 from an initial
(pre-experiment) level. In section 3 the monetary authority pays no atten-
tion to savings bank liguidity. In this more conventional specification the
authority acts to insure that commercial bank reserves are permanently
augmented by exactly $1,000 from an initial level.

5. It is important to recognize that negative cash or reserves coefficients on ycar-ago time
deposit levels in tables 6-2 and 6-6 place upper limits on time deposit redeposit shares, if
monetary policy is to be conventionally represented. For example, in a system consisting onfy
of commercial banks, the money stock expansion from a dollar cash injection becomes
indefimitely large as the time deposit redeposit share approaches about two-thirds from below.
In the following analysis it will be assumed that the time deposit redeposit share is less than
50 percent. Similar restrictions must be irnposed for some savings bank simulations.

6. Sce, for exampie, studies by Feige [1964], Goldfeld [1966), and Hamburger [1968].
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Since the turnover rate is not directly observable, its value has to be
assumed in each trial of a simulation experiment. Restricting the turnover
rate to be constant within an experiment proved convenient in section 2,
but the rate is permitted to vary across trials in simulation experiments
described in section 3. Since all mutual savings and most commercial bank
deposit coefficients in the input-output model refer to monthly intervals,
it was convenient to normalize all coefficients to monthly intervals. This
necessitated pooling the first four coefficients in each column of tables 6-1,
6-2, 6-5, and 6-6, which refer to weekly or biweekly intervals, and calling
the interval of the resulting coefficient a “month.”” Coefficients actually
used in simulation experiments are reported in the following two sections.
The dimension of a turnover rate is the reciprocal of time. In conformity
with conventional usage turnover is reported on an annual basis.

2. ASSET CHOICES BY HYPOTHETICAL SYSTEMS OF
INTERMEDIARIES

The relation between redeposit shares and the composition of credit
flows within an economy is studied by examining results from four simu-
lation experiments with different redeposit share specifications. The turn-
over rate is assumed to be twelve times per year.

For convenience, attention is restricied to commercial banks and to
savings banks located in Connecticut and Massachusetts. Given the
similarity of savings bank results in chapter 7, it did not seem illuminating
to consider all four groups of banks here. Also, it is convenient to analyze
- only a small number of assets held by each type of intermediary. For
commercial banks, cash, short-term United States government securities
(less than one-year maturity), other United States government securities,
mortgage loans, other loans, and all other assets are studied. For savings
banks, assets examined include cash, United States government securities,
mortgage loans, other loans, and all other assets.?

7. Since the four coeflicients span a five-week interval, this interpretation is inaccurate.
However, only very minor changes in aggregate time paths were obtained when this pooled
coefficient was assumed to apply to the first eight weeks and other coefficients were shifted
back one month. Apparently, the inaccuracy is of little consequence. A similar inaccuracy
occurs when commercial bank and savings bank monthly coefficients are used together.
Commercial bank monthly coefficients refer to the first differences of successive four-week
averages. Savings bank figures instead are based on differences in successive end-of-calendar-
month figures. '

8. An attempt was made to examine asset categories that were broadty comparable across

intermediaries. However, the composition of assets within these categories is not the same
for different types of banks. This fact will be ignored in the text.



TaBLE 12-1. COMMERCIAL BANK PARAMETERS USED IN SIMULATION EXPERIMENTS

Demard Deposit Coefficients Time Deposit Coefficients

Other Other

US.  Mort- Other  Other US.  Mort- Other  Qther
Month Cash  Shorts Gowvts.  gage  Loans  Assets Cash  Shorts Govts.  gage  Loans  Assets
to—t 374 284 044 032 148 118 200 339 076 048 245 093
t,-1, 287 345 m7 017 202 132 041 246 073 A13 247 280
t,-1s 237 343 1035 044 174 098 — 066 073 275 037 257 A24
ty-tfs 202 342 074 034 227 121 —.122 732 — 068 120 301 037
ty—fs 245 348 085 029 194 059 0353 303 —.033 148 217 313
ts—tg 225 308 104 061 248 054 —.044 110 160 162 335 272
te—ts 247 A7 144 049 268 116 103 068 479 157 212 — 019
Lty 258 £50 151 .051 262 129 009 245 —038 253 294 237
t3—to 265 237 069 060 269 101 - 072 51 244 451 169 358
to~f1o 259 105 472 078 285 101 - 070 104 A30 282 430 423
tig—T11 290 —.004 157 055 3le (183 — 010 159 208 254 039 349
tyit12 208 003 173 069 321 136 _91 425 10 271 341 324
£ 267 048 142 087 350 407 —.134 A7 197 291 242 284
ftem | 44,45, 47,48, 27,28, 36,37, Residual ] 44,45, 47,48, 27,28, 36,37, Residual
Number(s) 46,49 50,51, 29,30 38,39, 46,49 50,51, 29,30 3839,

in Table 5-1 52,53 40, 41 52,53 40, 41




TaABLE 12-2. SAVINGS BANK PARAMETERS USED IN SIMULATION EXPERIMENTS

Connecticut Massachusetis

U.s. Mort- Other Other Us. Mort- Other Other
Month Cash Gouts. gage Credit Assets Cash Gowts. gage Credit Assets
Loty 089 425 131 349 005 070 621 065 222 022
ty—t, 112 367 236 293 — 008 - 016 843 035 117 021
bty 069 304 378 219 031 — 055 737 229 058 030
ty—ty 056 168 494 245 038 013 446 513 009 020
{45 036 46 590 229 — 001 — 037 443 605 —.040 027
ts~tg —.014 A1 27 208 —-.032 — 068 402 653 — 018 032
Lot 010 — 083 874 215 — 016 022 235 650 096 — 002
[ (06 —.072 993 080 - 011 010 158 802 043 — 012
[tem 1 2 5. 4,6 3,7 1 2 5 4,6 3,7
Number(s)
in Table 5-6

NoTe: Coefficients in this table were derived from preliminary studies of mutual savings banks. They differ trivially from the final
results reported in tables 7-2 and 7-3.
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Coeflicients used in simulation experiments are reported in tables 12-1
and 12-2; they are constructed from coefficients reported in tables 6-1,
6-2, 7-2, and 7-3 or from analogous coefficients in certain unreported
regressions. The top row in each table shows the fraction of a deposit
inflow that appears in each asset during the month in which the inflow
occurred. The bottom row shows the equilibrium fraction of the level
of deposits that a bank will allocate 10 each asset. Table 12-3 shows
assumed redeposit shares for each of the four simulation experiments. In
experiments one, two, and four, and most of their counterparts in section
4, it is assumed that the monetary authority initially makes the injection
into commercial bank demand deposits. Thereafter they are redeposited
in the shares shown in table 12-3. The injection in experiment three flows
directly into savings banks.

TABLE 12-3, ASSUMED REDEPOSIT SHARES FOR SIMULATION EXPERIMENTS

Commercial Banks Savings Banks
Experiment Demand Time Connecticut  Massachuset!s
one 50 10 0 0
1wo .50 50 0 0
three 0 0 .50 50
four .80 10 G5 05

To illustrate how a simulation might run, consider experiment one.
After receiving the exogenous demand deposit injection of $1,000, the
banking system desires to hold $374 in cash assets and allocates the
rest in the proportions indicated by the first row of demand deposit
coefficients in table 12-1. At the end of a month the system’s deposits
have risen to $1,626, that is, $1,000 exogeneous and $626 created by the
system. Of the created deposits, $62.60 flows into tirne accounts and
$563.40 goes into demand accounts. The system then invests the initial
$1,000 in the proportions given by the second row of demand deposit
coefficients, the created $563.40 in the proportions given by the first row
of demand deposit coefficients, and the $62.60 in the proportions given by
the first row of time deposit coefficients, and so on.

Table 12-4 reports the simulated time paths of the displacement for
different commercial bank assets in response to a permanent cash in-
jection of $1,000. The first half of the table concerns experiment one; it
indicates, with the assumed turnover rate of twelve, that the system will
realize 90 percent of its equilibrium credit expansion at the end of three



TABLE 12-4, SIMULATED TIME PATHS FOR BANK ASSETS: PURE COMMERCIAL BANKING SYSTEM
(Experiments One and Two)

Experiment One Experiment Two
Other Other
Us. Mort-  Other  Other US. Mort-  Other  Other
Month Cash  Shorts Gouts.  gage  Loans  Assets Cash  Shorts  Goots. gage  Loans  Assets

1 . 374 284 44 32 148 118 374 284 44 32 148 118
4 611 827 181 88 509 324 489 788 247 114 381 448
7 803 983 341 164 796 394 637 1120 386 270 985 637
10 917 845 478 248 987 443 756 1,098 636 448 1,230 753
13 975 463 567 313 1,191 520 774 872 772 643 1,521 924
16 986 304 595 373 1,312 516 785 819 905 824 1,741 1,080
19 986 254 599 403 1,375 510 794 872 999 970 1947 1205
22 989 246 603 417 1,406 506 825 %08 1,111 1,090 2,120 1,309
25 994 246 608 423 1,420 506 850 915 1,206 1,201 2,277 1405
28 997 241 612 426 1,429 508 867 911 1,292 1,303 2,415 1,497
31 998 234 615 429 1436 509 878 913 1,366 1,395 2,541 1,579
34 999 229 616 431 1,440 509 891 918 1,434 1,476 2,652 1,651
37 999 227 617 432 1442 509 903 924 1,494 1549 2,753 1715
40 1,000 226 617 433 1444 509 914 928 1,548 1613 2843 1,773
43 1,000 226 a17 433 1,445 509 922 930 1,596 1672 2923 1,823
46 1,000 225 617 433 1,445 509 931 932 1,640 1,724 2995 1871
49 1,000 225 617 433 1,445 509 938 935 1,678 1,770 3059 1913
Equilib- 1,000 224 618 434 1,446 509 1,000 957 2010 2,170 3613 2,271

rium

NOTE: All assets are measured in dollars. The time paths are in response to a $1.000 cash injection. The assumed turnover rate
is 12. In experiment one, redeposit shares are assumed to be 90 percent demand deposits and 10 percent time deposits; in experiment
two, redeposit shares are assumed to be 50 percent demand deposits and 50 percent time deposits.
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quarters. However, individual assets reach this degree of convergence
with very different lags, suggesting that the impact of the injection on real
sectors may differ considerably from this systemwide average. After three
quarters the desired cash holdings constitute 90 percent of the injection.
Mortgage loans and short-maturity securities, on the other hand, do not
reach this degree of convergence until around the end of six quarters. The
remaining assets converge between three and six quarters. It is important
to note that “‘other assets™ and especially short-maturity securities do not
converge monotonically to their equilibrium levels. In section 4 it will be
‘argued that this fact may have caused a number of early econometric
investigators to estimate unrealisticaily long lags for some policy instru-
ments.

The second half of table 12-4 illustrates that the response path of this
banking system to a permanent cash injection 1§ quite sensitive to the
public’s portfolio behavior. When the public allocates its receipts equally
between demand and time accounts, the system adjusts more slowly than
in experiment one, where the public allocated most funds to demand
accounts. This difference in speed occurs because the credit multiplier is
larger when the redeposit shares are egqual and, therefore, a given initial
injection must circulate more times before equilibrium is attained. Since
the turnover rate is a constant, more time must pass before the system
reaches, say, 90 percent of its equilibrium level. In experiment two, total
bank credit expansion had not reached 90 percent of equilibrium at the
end of sixteen quarters.

In addition, the shapes of adjustment paths for different assets changed
markedly with the redeposit share. In experiment two, short-maturity
securities reached 90 percent of equilibrium first, at the end of six quarters;
its path lost most of the very pronounced hump evident in experiment one.
After twelve quarters desired system cash holdings exceeded 90 percent of
the original injection. All other adjustment paths appear to be monotonic,
and none of the remaining assets reached 90 percent of its equilibrium
level during the simulation interval of sixtcen quarters. From these two
experiments, it appears that it is quite critical to study commercial bank
portfolio responses to demand and time deposit flows separately and to
incorporate descriptions of the public’s portfolio allocations to these
flows when estimating aggregate money supply functions.

Table 12-5 suggests how permanent cash injections might affect a
financial system that had no commercial banks.® The public is assumed

9. Since the observed savings bank behavior occurred in a world in which commercial
banks were present, results in table 12-5 shouid be interpreted with considerable care. 1t is
doubtiul that savings bank behavior would be unaffected by the disappearance of commercial
banks.



TABLE 12-5. SIMULATED TIME PATHS FOR BANK ASSETS! PURE MUTUAL SAVINGS BANK SySTEM
(Experiment Three)

Connecticut Massachusetts
U.s. Other Other Us. Other  Other
Month Cash Govts.  Mortgage  Credit  Assets Cash Govts.  Mortgage Credit  Assels
1 45 213 66 175 3 35 311 32 111 11
4 135 519 548 464 31 4 1,100 391 161 40
7 138 550 1,441 712 4 -~ 24 1,469 1,156 185 38
16 146 454 2,616 777 —6 -12 1,631 2,100 226 41
13 147 351 3,749 857 —-22 -2 1,776 3012 270 27
16 149 246 4854 920 —35 10 1,902 3,901 311 10
19 151 145 5912 983 —48 23 2023 4,751 352 —6
22 153 47 6,927 1,042 —60 34 2,137 5,567 ELS =21
25 154 —47 7,899 1,100 —-72 46 2,247 6,348 428 —35
28 156 —136 8,831 1,155 —83 57 2,353 7,097 464 —49
31 157 —222 9,723 1,207 —94 67 2454 7.814 499 - 62
34 159 —304 10,578 1,258 104 78 2,550 8,501 532 —75
37 160 —383 11,397 1,306 —114 87 2,643 9,159 563 —87
40 ol —459 12,182 1,352 -—124 97 2,732 9,789 594 -99
43 163 —531 12,934 1,397 —133 105 2817 10,393 623 —110
46 164 — 600 13,654 1439 —142 f4 2,298 10,972 6351 -~121
49 165 — 667 14,344 1,480 —150 122 2976 11,526 677 —131
Equilibriumm 382 —4,388 60,454 4836  —685 618 9,552 48,576 2,588 —733

NoTe: All assets are measured in dollars. The time paths are in response to a $1,000 cash injection. The assumed turnover rate
is 12. The redeposit shares are assumed to be 50 percent to Connecticut banks and 50 percent to Massachusetts banks.
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to deposit 50 percent of its receipts in a2 Connecticut mutual savings bank
and the rest in a Massachusetts bank. Therefore, total asset increments are
always equal in the two sets of banks. With an assumed annual turnover
rate of twelve, no asset for either type of bank neared its equilibrium level
during the simulation interval. The explanation for this long lag is analo-
gous to that proposed when comparing results from the two previous
experiments; the credit multiplier is much larger in the pure savings bank
system than in either of the commercial bank systems. Evidently, mone-
tary policy would be a dull tool in cconomies where all intermediaries
have small desired equilibrium cash/asset ratios.

Negative equilibria for United States government securities (in the
case of Connecticut banks) and for other assets are a consequence of the
lack of invariance, which was extensively discussed in chapter 7. They
reflect misspecification and will not be considered further. The remaining
results from this input-output formulation suggest that state laws, like the
deposit tax in Massachusetts, can strikingly affect the magnitudes of
credit flows into different real sectors. In equilibrium, Connecticut banks
place a much larger share of their portfolios in private-sector loans than
do their Massachusetts counterparts, To the exient that these ad hoc
legal distortions are not offset by other intermediaries and corresponding
changes in the public’s saving behavior, such regulations seem to impart
indefensible asymmetries in national credit markets.

Table 12-6 concerns a mixed financial system in which both commercial
and savings banks attract funds from the public. Adjustment paths are
reported for a selected set of assets. The total amount of credit created by
the system, and indeed by commercial banks alone, exceeds the credit
created by banks in the first experiment, but otherwise the systems
described in experiments one and four are quite similar.!® The system
desires to hold 90 percent of the initial injection of cash assets shortly
after the end of the third quarter. After seven quarters short-maturity
government securities and other assets have also reached this degree of
convergence. The shapes of most systemwide asset adjustment paths are
also very similar to those reported for experiment one.

The major effect of introducing savings banks inte the structure of
experiment one was to cause a 75 percent expansion in the volume of

10. The reason that commercial banks themselves are able {o create more credit when
savings banks are introduced to the model of experiment one is a consequence of the fact that
demand deposits themselves are the major absorber of cash in that system. The share of all
funds being redeposited in commercial bank demand deposits is less in experiment four, and
the expansion effect from fewer demand deposits swamped the “substitution effect” from
funds flowing into savings banks.



TABLE 12-6. SIMULATED TIME PATHS FOR BANK ASSETS: MIXED COMMERCIAL AND SAVINGS BANK SYSTEM
(Experiment Four)

Mutual Savings Banks
Commercial Banks Connecticut Massachusetts
Other U.S. U.s.

Month Cash Shorts Mortgage Loans Cash Govts. Mortgage Cash  Gouts. Mortgage
1 374 284 32 148 0 0 0 0 Q 0
4 578 788 84 489 7 28 21 -1 58 9
7 768 938 159 767 6 29 62 -3 72 54

10 888 826 243 958 4 10 s -1 56 94
13 953 487 310 1,166 2 -3 147 0 40 119
16 972 336 371 1,293 2 -8 163 1 33 131
19 976 280 405 1,364 1 —10 169 L 31 136
22 982 264 422 1,402 | -11 173 2 3 139
25 988 257 430 1,422 1 —12 176 2 30 142
28 992 250 436 1,435 1 -12 178 2 30 143
3 994 242 440 1,444 l -13 180 2 29 144
34 995 237 42 1,450 1 —13 181 2 29 . 145
37 996 234 444 1,453 1 —13 181 2 29 146
40 996 232 445 1,456 1 -13 181 2 29 146
43 996 232 445 1,457 1 —13 182 2 29 146
46 997 231 446 1,458 1 —13 182 P 29 146
49 997 231 446 1,458 1 —1i3 182 2 29 146
Equilibrium 997 229 447 1,460 1 —13 182 2 29 146

NOTE: All assets are measured in dollars. The time paths are in response to a $1,000 cash injection. The assumed turnover rate
is 12. Redeposit shares are assumed to be 80 percent demand deposits, 10 percent time deposits, and 5 percent to Connecticut

banks and 5 percent to Massachusetts banks.
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mortgage loans, As a first approximation it can be concluded that this
expansion was not at the expense of other forms of credit, since total
system holdings of major categories of assets rose.!!

In summarizing this section, three major results should be emphasized.
First, both the equilibrium credit multiplier and the length of the lagged
response to a cash injection are critically sensitive to equilibrium cash ratios
that intermediaries choose to maintain. Second, the shapes of aggregate
adjustment paths vary considerably across a single intermediary’s assets
and are not necessarily of the same functional form as their micro-
counterparts. Finally, the functional form of adjustment paths for a given
asset varies across intermediaries, and aggregate (systemwide) portfolio
behavior cannot be predicted a priort without a specification of redeposit
(portfolio) behavior by the public.!?

3. ON THE ESTIMATION AND VALIDATION OF DEPOSIT SUPPLY
Funcrions

En this section the simulation approach is applied to generate time series
of aggregate commercial bank deposits for the period January 1960
through December 1970 from the history of total member bank reserves.
With some important qualifications, the generated series may be compared
with actual deposit data and the success of the model judged in terms of
how strongly generated and actual deposit series are correlated.?

As a first step it is necessary to report structural coefficients that relate a
bank’s reserves to a history of its demand and time deposits. The equilib-
rium reserves coefficient on time deposits was negative in table 6-6, but
not in table 6A-4, where bank effects were not removed. Structural
coefficients were taken from both tables to guard against the possibility
that perverse results would be obtained from the negative time deposit
coefficient. The coefficients are constructed in the same manner as before
and are reported in table 12-7,

i1. The same conclusion would not obtain if the redeposit shares had gone from (50, 10, 0,
0) to {90, @, 5, 5) instead of to (80, 10, 5, 5), because in that case total commercial bank credit
would have declined, and individuals borrowing primarily from commercial banks would
have suffered. )

12, A similar finding was previously reported for a quite different model by Brainard and
Tobin [1963]. They assumed that portfolio behavior by both intermediaries and the public
was a function of market interest rates. This assumption is not necessary io show the per-
vasive effect of portfolio choices by the public on aggregate asset demand functional forms.

13. The aggregate data are published monthly in the Federal Reserve Bulletin and are not
seasonally adjusted. Deposit data refer to all commercial banks and include large denomina-
tion negotiable certificates of deposit. They are reported in a table entitied **Components of

Money Stock Measures and Related Items.”” Reserves are from a table entitied “Reserves and
Borrowings of Member Banks.” Both series are measured in billions of dollars,
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TABLE 12-7. COMMERCIAL BANK RESERVE PARAMETERS USED IN SIMULATION

EXPERIMENTS
Bank Effects Removed No Bank Effects Removed
Month Demand Time Demand Time
Iyt 168 096 132 —.067
£ty 129 —-.025 131 -.011
1ty 137 —.083 088 —212
tyta 079 018 091 —.043
ti—ts 113 —.127 A1 - 115
L5~ 117 040 095 003
Loty 138 .090 128 —.046
ttg 124 ~.013 152 036
tyto 125 —.040 126 — 091
to—t1o 096 —.168 079 -.204
flo—t1s 151 064 196 037
ty=tys 144 —.148 149 —.142
ts 106 —.053 091 034

Note: These parameters are from the results reported in tables 6-5 and 6A-4.

Simulation experiments were performed with turnover rates ranging
from twelve to approximately sixty times per year. The set of turnover
rates considered in the experiments is reported across the top of table
12-8.'* In different experiments this array is searched in an attempt to
obtain a good estimate of the rate at which deposits turn over in the
United States economy. Figure 12-1 shows the relation between selected
assumed turnover rates and adjustment paths for aggregate commercial
bank deposits.

Similarly, within each experiment an aggregate deposit series is generated
for each of a number of different commercial bank redeposit shares. To
restrict compuier expenses, a relatively coarse array of redeposit shares,
ranging from 50 percent to 100 percent in demand deposits, was studied.
This array, also reported in table 12-8, was used in two different classes of

14. With a turnover rate of twelve the system has effective use of new deposits once per
month, i.e. it can place 100 percent of its undesired cash holdings in earning assets each period.
Turnover rates higher than twelve were approximated by linear interpolation. For example,
for a turnover rate of twenty-four, it was assumed that the system had effective use of new
deposits two times per period. Thus, when calculating deposits for turnover rates of twelve
and twenty-four, the system was assumed to place 100 percent and 200 percent, respectively,
of its undesired cash holdings in earning assets in each period. This crude interpolation
introduces considerable noise or “'chatter” in deposit series at high rates of turnover, and
largely fails at a turnover rate of sixty.
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experiments. The first class is analogous to that just described for gener-
ating estimates of the turnover rate; it is assumed that the redeposit share
is an mstitutionally fixed constant. In the second class, the redeposit
share is assumed to be a function of the interest rate paid on time deposits.
Figure 12-2 shows the relation between selected redeposit shares and
adjustment paths for aggregate commercial bank deposits.
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FIGURE 12-1. DEPOSIT ADIUSTMENT PATHS FOR SELECTED TURNOVER RATES

NoTE: This diagram has been constructed from the coefficients in the first half of
table 12-7, where bank effects have been removed, and for the case when 75 percent
of receipts are assumed to be redeposited in demand accounts and 25 percent in time

accounts. It is assumed that the banking system receives a permanent reserve injection
of $1,000.

Which of the many possible simulated time series of bank deposits best
approximates actual aggregate bank deposits in the United States?'® An
obvious choice is that simulated deposit series which is most highly
correlated with the actual time series of aggregate bank deposits. This
should be thought of as a maximum-likelihood approach for selecting
estimates of the two aggregation parameters depicted in figures 12-1 and

15. Abstracting from cases where redeposit shares are a function of interest rates, so far
the text has outlined 188 different time series. There are ten cells in the array of redeposit

shares and nine cells in the array of turnover rates; the experiments arc based on coefficients
that (@) ignore and {b} remove individual bank effects.



266 Bank Management and Portfolio Behavior

Change L 0%
in Bank 32
Deposits 0
(in thousands 25
of dollars}
26 —
14
21 60%
20
18—
16 —
14— 755
12
0 90%;
100,
4 /
[l ol Demand Deposit Shares
4
2
3} A A S N S N U S N N O S [N N |

S 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95100 Time
{in months)

FIGURE 12-2. DEPOSIT ADJUSTMENT PATHS FOR SELECTED REDEPOSIT SHARES

Norte: This diagram has been constructed from the coefficients in the first half of
table 12-7, where bank effects have been remeoved, and for the case when the turn-
over rate is assumed to be twenty-four. 1t is assumed that the banking system receives
a permanent reserve injection of $1,000.

12-2.'® The pair of parameter values that yields the highest correlation
between the simuiated and actual deposit series would maximize the like-
lihood of observing the actual deposit series, if error terms in the aggregate
relation are assumed to be independent and normally distributed.

As often happens in applied econometrics, these assumptions are not
likely to be satisfied. Reserve requirements vary across member banks at a
point in time and have changed over time. Since the simulation parameters
should vary in response to reserve requirement changes, the use of a single
set of parameters introduces errors of an unknown severity. Further,
over time (1) new assets and liabilities are introduced, (2) markets are

16, It should be emphasized that the simple textbook credit creation algorithm, as de-
veloped here, places severe restrictions on the set of fag distributions that are appropriate for
estimating aggregate deposit functions. Once an individual bank’s portfolio adjustment
pattern is known, only a speed (turnover) parameter and a distributive {redeposit share)
parameter are necessary to close the system.
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distorted by new legal environments and changes in regulations, and (3)
technological innovations in check clearing have occurred; all such
changes should cause the values of the two parameters to vary over time.

In addition, the distinction between member and nonmember bank
deposits is rather inconsequential in the minds of the public and certainty
in the views of modern quantity theorists. Unfortunately, reserves held
by nonmember banks are neither homogeneous nor conveniently tabu-
lated at the aggregate level In order to establish some loose connection
between the results of this section and deposit supply models, all com-
mercial bank deposits will be related to reserves of Federal Reserve System
member banks. This assumption is probably quite strong, since other
investigators—for example, Goldfeid [1966, pp. 147-48]—have reported
that deposits of nonmember banks are quite difficult to describe.

With these assumptions, correlations between the synthetic (simulated)
and actual deposit series can be evaluated; they are reported in table
12-8.'7 Apart from the last column, which refers to the very crudely
interpolated turnover rate of sixty, the “likelihood™ surface is remarkably
flat. Whether or not bank effects are removed, a slight peak occurs at a
turnover rate of forty times per year. When bank effects are removed, this
maximum has an associated redeposit share of approximately 100 percent
demand deposits (and 0 percent time deposits). When no bank effects are
removed, the peak occurs at 70 percent demand and 30 percent time
deposits. In both cases, however, the surfaces are so flat that no strong
conelusion about redeposit shares should be drawn.

The major conclusion from table 12-8 concerns lags in the deposit
supply function. Aggregate data apparently are not capable of dis-
criminating between one hypothesis holding that this function has a
very long lag and another that it has a very short lag. This conclusion is
very disturbing in view of the willingness of many economists to make very
specific policy prescriptions about how the Federal Reserve should act in
some relatively short, say, six-month, period. Table 12-8 suggests that
there is no empirical basis for placing confidence in their prescriptions.

It is also interesting to examine correlations between synthetic and
actual deposit series in subperiods. Table 12-9 reports correlations
estimated from these serics in two nonoverlapping sixty-six-month time
intervals when bank effects are removed. Since many market interest rates
were relatively low during the first interval and established one-hundred-
year highs in the second, if a strong relation exists between either turnover

17. In constructing synthetic series, monthly reserves data beginning in October 1951 were
employed. A 100-month history of reserves was used to generate a money stock estimate on
each date in each series,
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or redeposit share and inlerest rates, it should be evident in this table.
In both periods, at the maxima the turnover rate was twelve times per
year. Although the likelihood surface in both periods was characteristically
flat, there is no reason to reject the hypothesis that turnover is independent
of interest rates. At the maxima the redeposit share was 75 percent demand
deposits in the first subperiod and 100 percent in the second. Given the
flatness of the surface, this difference does not seem substantive either.

TABLE 12-8. CORRELATIONS BETWEEN LEVELS OF SYNTHETIC AND ACTUAL
DepPOsIT SERIES

Share to Annual Turrover Ratée®
Demand
Accounts 12 135 I5 17 20 24 30 40 60

Bank Effects Removed
100%, 975 976 977 977 978 978 979 971% 979
95 915 975 976 9717 977 978 978 979 979
90 874 975 975 976 917 977 978 979 978
85 973 974 975 975 976 977 977 978 978
80 972 b73 974 974 875 976 977 978 977
5 971 971 972 973 574 975 976 91T 976
70 8969 970 971 972 973 974 975 976 973
65 967 968 969 970 971 973 974 975 636
60 964 965 966 968 969 971 972 974 857
50 955 956 058 960 962 964 966 968 159

No Bank Effects Removed
100% 973 974 975 976 976 977 977 578 939
95 974 974 975 976 976 977 978 978 927
90 974 974 975 9% 977 977 918 979 910
85 974 974 975 976 877 577 978 979 885
80 974 974 975 976 977 H18 978 979 852
75 914 975 975 976 977 978 979 979 806
70 974 975 975 o076 977 078 979 973 748
65 974 975 976 576 977 978 978 979 678
60 974 975 976 976 977 978 578 878 598
50 974 975 976 977 977 976 974 970 462

Note: The series are monthly data for January 1960 through December 1970,

seasonally unadjusted. Largest correlation in each table is underscored.

* Turnover rates are approximate because of the nonstationarity of the calendar.
They can be interpreted as saying that withdrawals are redeposited every 30, 27, 24,
21, 18, 15, 12, 9, and 6 days, respectively.
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TabLe 12-9. CORRELATIONS BETWEEN LEVELS OF SYNTHETIC AND ACTUAL
DEPOSIT SERIES: SUBPERIODS

Share to Annual Turnover Rate®
Demand
Accounts 12 135 15 17 20 24 30 40 60

January 1960 through June 1966
100%, 984 983 982 980 978 975 972 967 939
b5 985 984 983 981 91 877 9713 969 961
90 986 985 984 983 981 978 975 971 963
85 987 986 985 984 983 980 977 973 965
80 D987 987 986 985 984 982 980 976 967
75 987 987 987 987 985 984 982 978 969
70 887 587 987 987 987 986 984 O8] 959
65 985 986 987 987 987 987 985 983 795
60 582 983 985 986 987 987 987 985 028
50 4962 966 971 975 978 981 984 985 —303

July 1966 through December 1970
1009, 974 974 974 974 94 974 973 973 972
95 974 9S4 9714 974 974 974 973 9713 972
90 974 974 974 974 974 974 913 973 972
85 974 974 974 974 974 974 973 973 973
80 974 974 974 974 9574 974 973 973 973
75 974 974 974 974 973 973 973 973 972
70 973 973 573 973 973 573 913 913 972
65 973 973 973 973 973 973 973 973 965
60 973 973 973 973 973 973 973 973 921
50 8972 972 972 972 972 873 973 9713 366

NotEe: The data are monthly, seasonally unadjusted. Parameters used to generate

the synthetic series were estimated from data with bank effects removed. Largest

correlation in each table is underscored.

2 Turnover rates are approximate because of the nonstationarity of the calendar.
They can be interpreted as saying that withdrawals are redeposited every 30, 27, 24,
21, 18, 15, 12,9, and 6 days, respectively.

One criticism that might be directed toward this analysis is that the
method generates good estimates of the average turnover and redeposit
share parameters, but not necessarily the more relevant marginal param-
eters. In an attempt to examine this issue, correlations were also com-
puted for first differences of actual and synthetic series. If the average and
marginal parameters are identical, the estimates from analyzing levels and
first differences should be similar.
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In Table 12-10 correlations between first differences of actual and
synthetic series can be seen to have 2 maximum value at a turnover rate of
twelve times per year, whether or not bank effects are removed. Indeed,
it seems likely that the surface would peak at an even lower turnover rate,
although this possibility was not explored. The value of the redeposit
share at the maximum was quite sensitive to whether or not bank effects
were removed. When bank effects were removed, the peak occurred when
50 percent of receipts were allocated each to demand and time accounts;

TapLe 12-10. CORRELATIONS BETWEEN FIRST DIFFERENCES OF SYNTHETIC AND
AcCTUAL DEPOSIT SERIES

Share to Annual Turnover Rate®
Demand
Accounts 12 3.5 i35 17 20 24 30 40 60

Bank Effects Removed
100% 137 133 128 122 a4 104 092 078 071
95 139 134 128 124 AES 106 094 081 074
% 143 138 131 124 d17 107 095 083 075
85 145 138 A36 126 120 108 097 085 073
80 .149 143 138 131 123 A14 101 088 063
75 As4 1490 142 137 127 117 104 090 056
70 159 155 148 140 131 122 108 095032
65 165 161 155 147 139 A2 116 099 — 016
60 172 167 162 S5 148 135 123 d05 —.058
50 185 182 178 174 168 159 49 113 —.123

No Bank Effects Removed
100%; 155 150 145 139 129 6 100 081 031
95 152 148 141 134 126 113 097 075 030
90 149 144 138 32 123 A1 092 071 030
85 J46 141 133 127 120 108 091 066 031
80 42 135 d29 0 1220 114 102 088 063 032
75 138 132 123 116 107 098 083 0359 034
70 131 125 117 107 097 088 075 .058 037
65 d26 118 109 098 087 075 063 052 040
60 120 111 098 085 071 053 045 042 044
50 107 .093 0714 052 026 —005 —029 —.006 052

Note: The data are monthly, January 1960 through December 1970, seasonally

unadjusted. Largest correlation in each table is underscored.

“Turnover rates are approximate hecause of the nonstationarity of the calendar.
They can be interpreted as saying that withdrawals are redeposited every 30, 27, 24,
21, 18, 15,12, 9, and 6 days, respectively.
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otherwise, the peak occurred when nearly 100 percent of receipts were
placed in demand accounts. No explanation for this difference is apparent.
Finally, in studying first differences, the surface has more curvature than
was true for deposit levels.

The conclusion is that for the whole period, marginal and average
turnover rates differ and that marginal turnover rates are very low. This -
in turn suggests that reserve imjections are transmitied into aggregate
deposit changes with a sizeable lag. Unlike the analysis of levels, the
sharper features of the surface now suggest that lag structures might be
identified from first differences of aggregate data, but this observation
requires additional study. If the lag is as long as these results indicate, it is
doubtful that the money stock could be varied to eliminate short-term
cconomic fluctuations without inducing wild movements in interest rates
and possibly destabilizing the economy.

The relation between aggregate bank deposits and interest rates was
investigated in three stages. First, the redeposit share was related to a
series of time deposit interest rates.'® Then a redeposit share, determined
by the interest rate on a date, was used together with each of the turnover
rates and the history of reserves to generate a level of bank deposits on that
date. Finally, the correlation between the actual deposit series and the
synthetic series associated with each turnover rate was computed. The
turnover rate yielding the highest correlation defined the aggregate supply
function. '

The relation between redeposit share and interest rates was assumed to
be linear in logarithms. It was estimated from 144 successive monthly
observations commencing in January 1959. The result was

Ln D T = —1.6337 + 7328 Lnr S, = .066

+ T E
(.0356) (.0282) R = 876

where

T = aggregate commercial bank time deposits,
D = aggregate commercial bank demand deposits, and
r = interest rate paid on time deposits (percent per annum).

Residuals estimated for this equation exhibit some serial correlation,
but do not indicate that the relation was grossly misspecified. Unfor-
nately, during the 132-month period, the share of time deposits in total

18, The deposit interest rate series was compiled at midmonth by the Federal Reserve
Bank of Chicago from a sample of Seventh District member banks. Its regional character is

undesirable, but it 1s the best series on time deposit interest rates known to the authors.
Because of its timing, the series was always lagged one month in the present study.
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deposits was rarely less than 40 percent. Consequently, the equation
never predicted a value of the redeposit share that had more than 60 percent
of receipts being redeposited in demand accounts, This implies that only a
small fraction of possible synthetic series was ever used.'® For the 132-
month period, and apart from the poorly interpolated sixty times-a-year
turnover case, the likelihood surface was essentially flat whether or not
bank effects were removed. When bank effects were removed, the cor-
relations were between 916 and 920; when not removed, they ranged
from .978 to .984.

As in table 12-8, which did not consider interest rates, the conclusion
is that the present analysis has not identified the lag between changes in
reserves and changes in bank deposits. Intuitively, the reason for this
failure is that different lag structures are all linear functions of the same
time series of reserves, and weights do not differ that greatly for the turn-
over rates being examined. The difficulty in identifying lag structures in
economic time series is well known [Griliches, 1967]; however, it had
been hoped that the extensive restrictions imposed from the cross-section
structure and the aggregation aigorithm would shed more light than they
did on the impact of reserves changes.2®

4, MACRO-POLICY AND AGGREGATE BaANK PORTEOLIO
BeEnavior

The failure to identify a robust lag structure for the deposit supply
function, in the preceding section and elsewhere, severely limits the policy
lessons that can be drawn from this analysis. Lag structures, together with
the set of information available to monetary authorities, determine what,
il any, policy actions should be adopted on a date. In the absence of
known lag structures, it is difficult to evaluate a sequence of policy
actions. This section, therefore, discusses a number of issues that involve
policy formation and stabilization, but it provides no touchstone.

Before turning to these topics, it is helpful briefly to survey other evi-
dence about lag structures. Figure 12-3 shows that deposit turnover,
measured by debit statistics, has varied considerably through time and

19. In principle, it would have been possible to expand the array within the range of re-
deposit share values of, say, 45 percent to 60 percent. However, in view of the facts that (1)
the model would blow up for low values of the redeposit share when bank cffects are removed,
and {2) when no bank effects were removed the likelihood surface was essentially flat, this
modification did not seem promising.

20. Thereisa possibility of gaining information about the lag structure by studying changes
in different aggregate bank assets simultaneously,
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that it varies among banks. The turnover rate studied in the preceding
section is an average rate and therefore a function both of intertemporal
variations in individual bank debit/deposit ratios and the relative growth
rates of banks with different debit/deposit ratios. So, it is not altogether

surprising that a sharp estimate of the turnover rate failed to emerge from
section 3.
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FIGURE 12-3. DEMAND DEPOSIT TURNOVER AT SELECTED BANKING CENTERS
(JaNUARY 1960-JUNE 1970)
SOURCE: Federal Reserve Bulletin, various issues.

Similarly, during the decade commencing in January 1960, flow-of-
funds statistics [Board of Governors of the Federal Reserve System,
February 1968)] indicate that different nonbank financial intermediaries
grew at very different rates. This strongly suggests that redeposit shares
were not constant across intermediaries. There is no reason to think that
the share of bank deposits that savers hold as time deposits is independent
of the composition of their nonbank financial assets. Again, the result in
section 3 that a good estimate of the redeposit parameter failed to emerge
was perhaps to be expected.

a. Lags in the *demand” for money

Many other investigators have studied money in relation to interest
rates, income, wealth, and the reserve base. It is not productive to review
this extensive literature, since the vast majority of these studies cannot be
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meaningfully compared. Almost all studies differ in their underlying
theoretical specifications. In addition, many different estimation tech-
niques have been employed; some investigators use single-equation
estimating methods to study demand and/er supply functions, while
others employ simultaneous equation methods to examine very intricate
models. Finally, most investigators have estimated relationships from
data pertaining to different time spans.

However, the model of section 2 does afford an interpretation of one
of the most surprising results in this literature—the finding that the demand
for money responds to changes in short-term interest rates with a very
pronounced lag [e.g. de Leeuw, 1965]. This finding appears to be a conse-
quence, in part, of failing to identify the demand function. Two arguments
can be made in support of this interpretation. First, figure 12-4 suggests
how an open market sale might be expected to affect both the short-term
interest rate and the supply of bank deposits when the money demand
function is free of lags. If the Federal Reserve makes a single sale of
securities at time ¢;, banks immediately will experience a decline in
deposits and a rise in interest rates. As the banking system reacts to this
shock, it temporarily will sell securities in order to restore its cash reserve
pesition; this further drives up interest rates. As more time passes, the
banking system slowly succeeds in curbing its loan commiiments and then
reacquires securities so that the ratio of securities to deposits approaches
its preshock value.
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Interest Rates
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FiGurg 12-4. TIME TRAJECTORIES OF INTEREST RATES AND DrMmann DEPOSITS IN
RESPONSE TO AN OPEN MARKET SALE
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D

Figure 12-5. HyYPOTHETICAL TIME SERIES OF INTEREST RATES AND DEPOSITS

The relation between deposits and interest rates is not monotone, as
can be seen in figure 12-5, which was constructed from figure 12-4. It will
be poorly represented by simple exponential distributed lag formulations:
estimated lags will be exaggerated. The important point is that open
market transactions themselves induce a negative relation between money
and interest rates, and it is misleading to interpret such technical relations
as describing only the public’s demand for money. The public will demand
higher interest rates before absorbing the securities, and banks will supply
the public with fewer deposits and temporarily more securities.

The second argument about lack of identification applies both to earlier
studies and to the approach of the present chapter. It derives from the
fact that the Federal Reserve itself attempts to maintain “orderly”
financial markets. For present purposes, an orderly market is defined to
be a market in which etther the quantity or the price changes by no more
than a limit value, AQ or AP, respectively, in some time interval In
practice, the Federal Reserve attempts to mitigate day-to-day variations
in short-term rates of interest.?! Figure 12-6 suggests that even if banks

21. The Federal Reserve’s concern with interest rates can be attributed to the fact that it
has very poor information about the quantity of money in the economy on any day, but it has
continuous accurate information on interest rates. Indeed, revisions of money stock series
are quite large over a number of weeks, Given the difference in the gualities of the two series,

maintaining orderly markets can be achieved only by monitoring and responding to interest
rates,
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and the public responded instantaneously, some time would be required
before the Federal Reserve would allow a shift from supply schedule 1 to
supply schedule 2 to occur. When lagged behavior by banks is present,
the form of the lags can be altered by Federal Reserve policy. With an
orderly money market interest rate objective, the Federal Reserve is
likely to make reserve injections endogenous by responding to bank
behavier. Apparently no investigators have removed distortions intro-
duced by the Federal Reserve, and in that sense they have failed to identify
behavioral relations by the public or the banks, respectively. Estimated lag
structures include behavior by the monetary authority, the banks, and the
public.

r

D

FiGURE 12-6. THE EFFECT OF MAINTAINING ORDERLY MARKETS IN A STATIC MODEL

b. Simulation experiments and some policy issues

In order to use simulation results to study policy questions, it is still
necessary to assume values for redeposit share and turnover parameters.
In view of the lack of robust empirical estimates of these paramecters, the
following should be interpreted qualitatively and not as predictions about
actual time paths. Five experiments are described and concern (1} an
interpretation of the “liquidity trap” episode toward the end of the Great
Depression, (2) the trade-off between size of an open-market transaction
and time proximity to a mortgage loan target, and (3) two variations of a
proposal by Milton Friedman that the money stock should grow at a
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constant geometric rate. A turnover rate of twelve is assumed in all five
experiments.

" The first two experiments, which are reported in tables 12-11 and 12-12,
utilize redeposit share assumptions that were previously considered in
section 2.%% In the first, 90 percent of receipts are redeposited in demand

Tabre 12-11. COMMERCIAL BANK RESPONSES TO MASSIVE MONETARY INIECTIONS:
PURE COMMERCIAL BANK SYSTEM

Cash + Shorts Cash

Month Cash Depaosits Shorts
Deposits Deposits

1 $ 374 $1,000 $ 284 658 374

4 1,460 5,183 1,638 .558 282

7 3,503 13,871 4,370 568 253

10 6,010 24,931 1,256 532 241
13 7,425 32,285 7,940 476 230
16 8,329 35,958 6,314 407 232
19 8,727 37,493 4,340 349 233
22 8,833 38,140 3,045 311 232
25 8,875 38,590 2,543 296 230
28 8,909 38,933 2,398 290 229
31 8,942 35,171 2,345 288 228
34 8,969 39,315 2,288 286 228
37 8,984 39,390 2,236 285 228
40 8,991 39,430 2,199 284 228
43 8,993 39,452 2,178 283 228
46 8,997 39,467 2,168 283 228
49 §,998 39,476 2,163 283 228

Equilib-

rium $9,000 $39,496° §2.158* 283 228

NoTe: The time paths are in response to an initial demand deposit injection of $1,000
plus additional exogenous injections of $1,000 in each of eight consecutive months,
Redeposit shares are assurned to be 90 percent demand deposits and 10 percent time
deposits. The assumed turnover rate is 12.

* Extrapolated approximation.

22. The experiments could also have been performed using the deposit supply formula-
tion of section 3 with results similar to those reported i the text.
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accounts, and 10 percent in time accounts. In the second, 80 percent go to
demand accounts, 10 percent to time accounts, and 10 percent to savings
bank accounts. The experiments illustrate how these hypothetical systems
respond to repeated deposit injections by the monetary authority. They
suggest that commercial bank portfolio behavior during the years 1936-40
was not especially different from bank practice in years immediately
following 1960 and can be understood without imposing any assumptions

TaBLE 12-12, COMMERCIAL BANK RESPONSES TO MASSIVE MONETARY INJECTIONS:
MixED COMMERCIAL AND SAVINGS BANK SYSTEM

Cash + Shorts Cash

Month Cash Deposits Shorts
Depasits Deposits

1 $ 374 $ 1,000 § 284 658 374

4 1,346 4,829 1,525 595 279

7 3,253 12,983 4,077 .565 251
10 5638 23,585 6,863 530 .239
13 7.074 31.049 7,609 476 228
16 8,040 35,147 6,362 410 229
19 8,513 37,147 4,595 353 229
22 8,687 38,152 3,350 316 228
25 8771 38,815 27185 .208 226
28 8.829 39,280 2577 .20 225
3 8.877 39,597 2474 287 224
34 8912 39,797 2393 284 224
37 8934 39915 2,330 282 .224
40 8,946 39,985 2,285 281 224
43 8,953 40,027 2,258 280 224
46 8,957 40,053 2,242 .280 224
49 8,959 40,070 2,233 279 224

Equilib-

rivm $8,965% $40,109* $2.211° 279 .224

NoTE: The time paths are in response to an initial demand deposit injection of $1,000
plus additional exogenous injections of $1,000 in each of eight consecutive months,
Redeposit shares are assumed to be 80 percent demand deposits, 10 percent time
deposits, 5 percent to a Connecticut savings bank, and 5 percent to a Massachusetts
savings bank. The assumed turnover rate is 12,

* Extrapolated approximation,
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about the elasticity of interest rate expectations.”® Two facts about the
carlier period set the stage for this demonstration. First, with the exception
of 1937, 1otal reserves and deposits of the banking sysiem grew at very
rapid rates. Second, short-term securities paid very low interest rates;
these rates probably did not cover transactions cosits when securities were
held for only a few weeks. Consequenttly, it is likely that short-term secur-
ties and cash were nearly perfect substitutes, and possible that cash actually
dominated prime short-term securities in bank portfolios.

In each experiment, after an initial demand deposit injection of $1,000,
banks’ capacity to lend was exogenously expanded by an additional $1,000
in each of eight consecutive months. As reported in tables 12-11 and 12-12,
these injections produced a perceptible increase in the ratio of cash to
deposits for about one year. However, given the rate at which deposits
were growing in the latter half of the Depression (10 to 20 percent per
annumy}, this cash effect is not sufficient to account for the observed large
increases of excess reserves in the banking system.

The series of injections produced a considerably more pronounced
increase in cash plus short-term government securities as a percentage of
deposits, During the year after initiating the simulation, this percentage
averaged about 37 percent in each experiment; il remained above
equilibrivm during the second yecar as well. The experiments imply that a
banking system with no growth in deposits should be observed in the long
run to have cash plus short-term sccurities as a percentage of total deposits
equal to 28 percent; for a system with deposits growing at 10 percent per
annum, this percentage should be 31 percent; and for a system with
deposits growing at 20 percent per annum, this percentage should be 34
percent.

Table 12-13 reports information about member bank reserves and
financial assets during the Depression. Since short-maturity government
securities were held by banks in negligible quantities during the late years
of the Depression [Board of Governors of the Federal Reserve System,
1943, p. 109], portfolio percentages in the preceding paragraph may be
compared roughly with total reserves as a percentage of the sum of
reserves, loans, and investments in table 12-13. Between December 1936
and December 1937 this sum fell 2 percent, and the reserves percentage was
22 percent. In successive years thereafter the sum grew 7 percent, 11
percent, and 16 percent per annum, and the corresponding year-end
reserves percentages were 27 percent, 31 percent, and 35 percent. Despite

23. A somewhat similar interpretation of bank behavior during the Depression has been
suggested by Morrison [1966].
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the crudeness of the comparison, the similarity between the actual ex-
perience and the simulation results is remarkable.**

TABLE 12-13. YEAR-END MEMBER BANK RESERVES, LOANS, AND [NVESTMENTS
(in billions of dollars)

Total U.S. Gour. Other
Year Reserves Loans Securities Securities Sum
1933 38 12.3 7.3 il 29.0
1934 54 120 10.9 52 336
1935 7.8 12.2 123 5.5 378
1936 9.1 134 135 6.1 421
1937 94 14.0 124 54 41.2
1938 121 13.2 13.2 5.6 442
1939 154 14.0 14.3 57 493
19440 199 153 158 6.0 57.0

Source: E. A. Goldenweiser, American Economic Policy (New York: McGraw-Hili,
1951), pp. 328-57.

The third experiment considers the relation between the date an action
is taken and the size of a deposit injection necessary to achieve a desired
increment to mortgage loans on some specified future date. It is assumed
that monetary authorities desire to make a single transaction on the action
date that will suffice to promote a $1 billion increase in mortgage lending
on, say, December 31 of the next year.?® In this experiment 80 percent of
receipts are assumed to be redeposited in demand accounts, 10 percent
in time accounts, and 10 percent in savings bank accounts. From table 12-6
il can be seen that open market purchases of about $31 billion would be
required to hit this target in one month. If the target were to be reached
in four months, a purchase of about $8.8 biilion would be required. After
seven months a purchase of about $3.6 billion, afier ten months a purchase
of about $2.2 billion, and after fifty months a purchase of about $1.3

24. 1n view of the collapse of the banking system in 1933, it is not hikely that the simulation
experiments would track aggregate bank deposits before 1937. Total reserves of the banking
system as a fraction of deposits did not begin to approach 1960 reserve requirements until
1936. Also between 1936 and 1940, actual bank loans were much smaller relative to security
holdings than was predicted in simulation experiments. Evidently the structure of interest
rates and/or Depression Joan-loss experience led banks to avoid private sector advances
during that period. .

25. For simplicity, the authorities are assumed to be unconcerned with the level of mort-
gage lending before and after this hypothetical date. Brito and Hester [1974] study control
probiems 1n which the authorities seek to stabilizec some variable continuously in a simple
financial system.
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billion would be necessary. Obviously, forecasting the demand for and
supply of mortgage loans and other illiquid assets is necessary if targets
for such variables are to be hit without large open market transactions.

Experiments four and five concern a strategy for controlling the money
stock often associated with the name of Milton Friedman. The monetary
authorities are assumed to desire that commercial bank deposits grow at
some constant geometric rate, say. 0.33 percent per month. In experiment
four they start with an initial nonexpanding commercial bank deposit
stock of $160 billion and cause it to increase by exactly 0.33 percent
per month by engaging in open market operations. Unlike preceding
experiments, open market operations produce simultaneous flows into
demand, time, and savings accounts.?® The redeposit shares are those of the
mixed commercial-savings bank system just considered.

The first half of table 12-14 shows changes in various financial assets
from their pre-experiment stationary levels, After a series of damped os-
cillations associated with initiating the experiment, all financial assets
tend toward an equilibrium position where their proportions are in-
variant.?” This “moving” equilibrium differs from the stationary equi-
librium portfolio that would obtain m the absence of deposit growth; the
difference is a function of the desired growth rate. For example, mortgage
loans are 20.6 percent of commercial bank deposits in the moving equi-
librium, but in the stationary equilibrium this percentage is 21 percent.
Similarly, short-term government securities held by commercial banks
are 6.2 percent of their deposits in the moving equilibrium and 5.6 percent
mn the stationary equilibrium. These differences are negligible for moderate
variations in the deposit growth rate.

Experiment five examines the consequences of applying the constant
geomeiric growth rule imperfectly and illustrates how erratic policies
tend to influence different assets in bank portfolios. In this example
monetary authorities are assumed to be ignorant of lags in bank portfolio
adjustment and to make open market transactions infrequently—that is,
once every five months. In determining open market transactions, they
make a purchase or sale in the next period that would have been just

26. Previously, injections initially appeared as demand deposits and then flowed into
other accounts according to redeposit share specifications. Note that in order for monetary
authorities to be able to determine deposits exactly, they must have complete and current
knowledge about the cash positions of banks. This requirement is relaxed in the next experi-
mezn';.' This happens because the structure is a linear difference equation system having a
stable equilibrium ; autonomous cash injections by the authorities eventually grow at the
same rate as deposits. As Brito and Hester [1974] show, the difference equation equilibrium

may not be stable when monetary authorities have incomplete infermation about bank
behavior and/or cash positions.



TABLE 12-14. FINANCIAL CHANGES IN RESPONSE TO INTRODUCTION OF GEOMETRIC GROWTH OF BANK DEPOSITS
(in millions of dollars)

Month

1
4
7
10
13

16
19
22
25
28

31
34
37
40
43

46
49

Steady Reserve Growth

Erratic Reserve Growth

Commercial

Bank

Deposits

533
2,144
3,771
5414
7,074

8,750
10,443
12,153
13,880
15,625

17.387
15,167
20,964
22,780
24,614

26,466
28,337

Savings
Bank Total
Deposits Mortgage®

39 24

238 141
419 358
602 652
786 968
972 1,314
1,160 1,664
1,350 2,017
1,542 2,373
1,736 2,734
1,932 3,097
2,130 3465
2,329 3,836
2,531 4211
2,735 4,589
2,941 4,972
3,149 5,358

Shorts®

155
709
1,140
1,415
1,476

1,580
1,685
1,791
1,898
2,006

2,115
2,226
2337
2,450
2,563

2,678
2,794

Other®
Loans

85
420
807

1,256
L

2,337
2,903
3475
4,052
4,635

5224
5819
6420
7,027
7,640

8,259
8,885

Commercial
Bank
Deposits

14}
0
5,534
4,615
2,065

12,284
20,931

729
16,460
43,562

—4,593
— 45855
87,517
5,086

Savings
Bank
Deposits

0
0
614
512
230

1,364
2326
81
1,828
4,840
—510
- 5,094
9,724
566

Total
Mortgage®

0
0
330
691
750

1,084
2,043
1,918
1,673
3,712
4078

836
4,033
1,979

Shorts

0
0
1,735
1,605
-238

2,532
5951
—1,677
77
12,093

—3,637
—23.116
22,655
13,095

Other
Loans

0

0
1,018
1,236
745

2,842
4,616
1,785
3,284
10,263
1,771
—5118
15,984
10,785

3 At both commercial and mutual savings banks.

* At commercial banks.

* Commercial and industrial plus consumer loans at commercial banks.
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sufficient to hit their target value {growing at 0.33 percent per month) at the
lime of the decision.

As is evident in the second half of table 12-14, this policy is a disaster;
deviations from the base period levels of different financial assets exhibit
growing cyclical instability. The reason is that with a turnover rate of
twelve, the banking system multiplies these periodic deposit flows at a
rate that is not consistent with long-term exponential growth of deposits.
In this hypothetical nonstochastic world, it is not feasible for monetary
authorities to make the money supply closely follow an exponential
growth path.?® In order for monetary authorities to avoid destabilizing
financial markets, they must react very weakly to deviations between actual
and desired deposit levels. For example, on transaction dates they should
not attempt to close more than perhaps 5 percent of the gap between
desired and actual levels through direct purchases or sales. A mild policy
stance like this implies that they (and their monetarist critics) must be
willing to tolerate quite extended periods of time when the money stock
is either above or below its desired level, if policy is not to be destabilizing.?®

Individual bank assets fluctuate quite differently in response to this
policy, although all experience growing oscillations. Easily the most
volatile are cash (not shown in table 12-14) and commercial bank short-
term government securities. This happens because their adjustment
paths are “‘peaked” and because banks hold small amounts of them in
equilibrium relative to their adjusiment paih peaks. These assets respond
very strongly to individual monthly deposit inflows. Mortgage and other
bank loans with rising adjustment paths are likely to exhibit less
volatility.*® Some support for this conclusion is evident in the table.

To conclude the discussion of experiments four and five, it appears that
a precise application of the geometric growth of deposits rule leads to
aggregate bank portfolios that are only slightly different from the station-
ary cases heretofore called equilibrium portfolios. However, if deposits are
not frequently controlled and/or if information about aggregate deposits

28. We are indebted to Professor D. L. Brito for valuable discussions of this example,

29. The system is explosive in this experiment because it is allowed to build up momentum
hetween transaction dates. The system can be similarly explosive if mnonetary authorities are
responding continuously to ancient or inaccurate data about the level of deposits.

30. If a series of independent deposit shocks, drawn from a distribution with a positive
mean and a finite variance, is applied to the system under study, loans and long-term securi-
ties will tend to have a smaller coefficient of variation than, say, short-term securities. This
can be seen by recognizing that the ancient levei of deposits can be rewritten as a sum of
prior deposit changes. Then the amount of any asset can be wriiten as a weighted average of
past deposit flows where (1) the weights are constructed from its adjustment path coefficients,
{2} the standard deviation is an increasing function of the weights, and (3) the mean is inde-
pendent of the weights.
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is obtained with a lag, rote adherence to such a rule can get an economy
into serious irouble. The trouble is both that total bank deposits may
develop instability and that credit flows to different sectors may become
indefensibly erratic. It can be avoided if monetary authorities can be
persuaded not to attempt to reach their target deposit growth path pre-
cipitously.



Postscript

The drafting of this monograph spanned seven years. During this period
banking changed greatly, and our own understanding of banks and their
problems grew considerably. We attempted to maintain continuity of
argument by sticking to our original plan. Consequently, a number of
recent econometric and theoretical contributions have been ignored. A
brief summary of what has been learned and a listing of those topics that
appear to be most deserving of future study follows.

1. WHAT HAs BEEN LEARNED?

We undertook this study to analyze bank data that were available and
that represented a very rich resource for (1) testing hypotheses about bank
behavior, (2) estimating lags that are associated with monetary policy
instruments, and (3) studying the ways in which financial intermediaries
interact. )

Arguments about bank behavior posed in chapters 2, 3 and 4 were
supported by results described in chapters 6 through 11. Lagged responses
by commercial banks to deposit shocks largely confirmed theoretical
predictions and were found to be intertemporally invariant. Skepticism
about the meaning and importance of market interest rates as opposed to
net rates of return in describing variations in bank portfolios was rein-
forced by evidence from statistical cost accounting, reported in chapter 10.
While gross rates of return differed among assets, net rates of return on
different bank assets were very similar. Finally, banks that were unusually
profitable, after adjusting for variations in portfolio composition, were
observed to exhibit portfolio adjustment paths that are much closer to
those predicted theoretically than are those of less profitable banks. The
conclusion is that costs of adjustment to shocks are very important in
accounting for variations in bank portfolios and profits. Variations in net
interest rates may also play a role in explaining variations in bank port-
folios, but if our findings are accepted, they play a secondary role within a

285
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given financial institution. Interest rate variations probably play a very
important indirect role in determining how funds flow among inter-
mediaries, as is noted below.

When mutual savings banks were studied, there was evidence that
costs of adjustment were again an important determinant of variations in
portiolios. However, results varied considerably across different sub-
samples of savings banks, and the portfolio equations were not time
invariant. In part, intersample variations could be attributed to differences
in supervisory agency environments. The observed interbank portfolio
differences and the lack of invariance also appear to be attributable to the
indefiniteness that characterizes the objective function of a mutual
organization. Samples of commercial and mutual savings banks were
observed over the same time period and were largely drawn from the same
geographic area. It is therefore unlikely that factor costs or rates of return
on comparable assets differed for these two intermediaries. What did
differ were their organization charters and the set of regulations by which
they were supervised.

Great difficulty was encountered in attempting to identify lags that
described the response of the banking system to policy actions. A deposit
shock to an individual bank was found to have measurable effects on
different assets in a commercial bank’s porifolio for approximately one
year. Since lags are also associated with interbank flows of funds, it is
likely that the aggregate portfolio of all commercial banks in a system
would respond with a distributed lag that is considerably longer than 2
year. In simulation experiments, it was noted that lags tended to be longer
when deposit turnover was slower and when the marginal share of deposits
reappearing in bank time accounts was larger. We were, however, not
able to estimate reliably the speed with which a banking system would
convert a reserve injection into a near equilibrium level of bank deposits.
Point estimates described in the last chapter suggested that the lags are
quite long—on the order of a few years for 90 percent of the effects of a
shock to be realized.

Introduction of a second intermediary, mutual savings banks, to the
commercial banking system appeared to affect the demand for certain
financial assets (like mortgage loans) markedly and might also alter the
speed with which the combined financial system adjusts to policy-induced
shocks. Since neither deposit turnover nor pertfolio behavior by individual
depositors was examined thoroughiy, the effects of adding new financial
intermediaries could not be analyzed completely in this study. To the
extent that additional numbers of depository institutions are included,
it seems likely that longer systemwide adjustment patterns would be
observed. Moreover, if interest rate movements cause deposits to flow
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from one type of account to another or across intermediaries, very different
shapes of systemwide adjustment paths are likely to be observed for
different assets,

A finding of methodological interest is that it is possible to formulate
rather elaborate “‘expectational” models of firm behavior that significantly
explain variations in bank portfolios. Individual deposit forecasting
equations were estimated for each bank, and they were quite successful,
However, the forecasts produced from these equations undoubtedly
differed from forecasts that sample banks actually made. The very com-
plicated adaptive-expectations model of portfolio behavior described in
chapter 9, which used the equation forecasts, was shightly less successful
in describing variations in bank portfolios than was the much simpler and
less plausible input-output model of chapter 6. The conclusion is not that
simplicity is a virtue, but rather that intricate models that involve un-
observed variables almost necessarily incorporate errors in variables and
are extremely difficult 1o validate. Economists should make very modest
claims about the role of expectations in empirical models until expectations
can in fact be identified.

Finally, a few comments on the usefulness of large cross-section studies
like this one can be offered. The present study has been both more time
consuming for us and more informative 10 us than we had reason to expect.
We were inexperienced and inefficient in assembling large data files from
different sources. However, even an experienced investigator would have
been appalled by the number of inconsistencies and pathological situa-
tions that we encountered in merging these comparatively clean data.
The numbers aside, we have argued strongly that microeconomic data
are the essential element in advancing economic science. Since almost all
reasoning that underlies modern economic analysis has a microeconomic
rationalization, it is critically important that hypotheses be tested at the
micro-level, where they can be directly examined with large numbers of
observations.

It is true that careful analysis of large cross-section data files is incredibly
expensive. As institutions and technologies change, the social value of
such analyses depreciates. It is therefore very important that anyone
contemplating a large cross-section study be able to defend the lasting
scientific value of the answers that he seeks.

By way of contrast, aggregate time series are constructed in ways that
largely ignore both institutional and technological change. Investigators
rarely explain how aggregation occurs, particularly when lags are present.
These data are invaluable when forecasting and when piecing macro-
models together, but they are quite incapable of verifying the fine points of
economic theory.
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2. WHAT SHOoULD BE DONE NEXT?

This study raised more questions than it answered-—as it shouid have.
The following seem most important:

1. What determines the speed al which financial assets turn over and
what effect will automated clearing and expanding third-party trans-
fers have on this parameter (or vector of parameters)?

2. What determines redeposit shares and how will the development of
financial conglomerates affect shares in the future?

3. How will portfolio behavior differ from that described in this volume
when the model is modified to let deposits be endogenously controlled
by banks through bidding with interest rates—particularly if Regula-
tion Q is dismantled?

4. What do mutual organizations maximize?
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