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Abstract

The design of experiments involves a compromise between covariate balance and ro-
bustness. This paper introduces an experimental design that admits precise control
over this trade-off. The design is specified by a parameter that bounds the worst-case
mean square error of an estimator of the average treatment effect. Subject to the
experimenter’s desired level of robustness, the design aims to simultaneously balance
all linear functions of the covariates. The achieved level of balance is considerably
better than what a fully random assignment would produce, and it is close to optimal
given the desired level of robustness. We show that the mean square error of the
estimator is bounded by the minimum of the loss function of a ridge regression of
the potential outcomes on the covariates. One may thus interpret the approach as
regression adjustment by design. Finally, we provide non-asymptotic tail bounds for
the estimator, which facilitate the construction of conservative confidence intervals.
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1 Introduction

The act of randomly assigning treatments to units in an experiment ensures that the
distribution of the assignments contains no systematic biases. A comparison of responses
between treatment groups will, in expectation, capture the average causal effect without
error. But randomization does not ensure that the comparison captures the true effect for
any specific assignment. It does not even ensure that the error of such an estimate is small.
An alternative to randomization is to make the treatment groups as similar as possible
in terms of observable characteristics. The aim is to maximizes balance and ensure that
the only difference between the groups at the time of assignment is treatment itself. If
successful, such an assignment would minimize the estimation error. The concern is that
unobserved characteristics, including potential outcomes, may not be balanced even if the
observed covariates are.

An idea that goes back to at least Efron (1971) is that the design of an experiment
involves a compromise between balance and randomization. Randomization does not bal-
ance observed covariates as well as a non-random assignment that specifically targets such
balance. But randomization provides protection against imbalances on unobserved charac-
teristics. We must weigh the robustness granted by randomness against the possible gains
in precision granted by balancing prognostically important covariates. All experimental
designs implicitly resolve this trade-off, giving more weight to either balance or robustness.

We begin our investigation in this paper by elucidating and extending Efron’s compro-
mise. We show that the eigensystem of the covariance matrix of the assignment vector
determines the mean square error of a treatment effect estimator. The characterization
does not require assumptions on the potential outcomes, other than their existence, and
it is valid in finite samples for any experimental design. It is the alignment of the eigen-
vectors of the covariance matrix with the vector of the potential outcomes that determines
the precision. If we have some idea about the direction of the potential outcome vector
before assignment, we may choose a design whose eigenvectors are appropriately aligned,
and thus improve precision. From this perspective, the role of covariates is to inform us
about possible directions of this vector, which would allow us to align the eigenvectors
in practice. However, such alignment can be harmful if the covariates are uninformative.
Specifically, as the alignment of the covariance matrix becomes more skewed, the design
becomes less robust in terms of worst-case precision.

Building on these insights, the main contribution of the paper is the introduction of the
Gram–Schmidt Walk design. The design is specified by a parameter that precisely controls
the trade-off between balance and robustness. Experimenters may select this parameter
to maximize robustness, in which case the design is fully randomized. Or, experimenters
may select it to maximize expected covariate balance, in which case the design introduces
potentially strong dependencies between the assignments. All intermediate choices between
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two extremes are possible as well. The design then introduces less dependence in order to
provide more robustness, at the cost of achieving less covariate balance. We describe an
efficient implementation of the design that runs in polynomial time and provably satisfies
the robustness and balance properties. This allows experimenters to draw assignments from
the Gram–Schmidt Walk design in practice.

We investigate the statistical properties of the design in finite samples. The first main
result, which we present in Section 7, is that the design parameter controls the worst-case
mean square error relative to the minimax optimal design. Experimenters who desire a
certain level of robustness may set the parameter to match their preferences. The design
then balances the covariates conditional on meeting the specified robustness guarantee. If
the parameter is set to maximize robustness, the design is minimax optimal.

The second result, which we present in Section 8, is a bound on the spectral norm of
the covariance matrix of the vector of covariate imbalances. This bounds the imbalance of
any linear function of the covariates. The imbalance is smaller than that of the fully ran-
domized design roughly by a factor of the sample size divided by the number of covariates.
We show in Section 9 that when the design parameter is set to maximize covariate balance,
the balance of produced by the design is optimal in the sense that it is computationally
intractable to achieve better balance. Additionally, regardless of computational considera-
tions, we show that no other design can uniformly produce much better balance for a given
robustness level than the Gram–Schmidt Walk design. The design is in this sense close to
optimal, and meaningful improvements are only possible if assumptions are imposed on the
covariates or the potential outcomes. These balance results allow experimenters to set the
parameter according to the anticipated strength of the association between the covariates
and the potential outcomes.

The bound on the linear imbalance suggests that the design performs well when the
potential outcomes can be reasonably approximated by a linear function of the covariates.
Section 10 demonstrates this formally by characterizing in finite samples the mean square
error resulting from the design. We show that the error is bounded by the minimum of a
ridge regression loss function when the covariates are used to predict the potential outcomes.
This regression is never actually run. Instead, the design balances the covariates in such a
way so that the estimator behaves as if the regression was run before the experiment was
conducted, using information on all potential outcomes. The design parameter determines
the amount regularization in the implicit regression.

Finally, Section 11 presents a tight, non-asymptotic tail bound on the sampling distri-
bution of the treatment effect estimator. The proof of the tail bound introduces a new
backwards induction technique for establishing concentration of martingales, which may be
of independent interest. Together with an estimator of the ridge loss mentioned above, the
tail bound allows for the construction of confidence intervals that are valid in finite samples.
The finite sample validity comes at the cost of additional conservativeness compared to con-

3



ventional interval estimators based on large sample approximations. When experimenters
select the design parameter to primarily focus on covariate balance, the conservativeness
can be excessive.

A key discovery facilitating results in this paper is a way to translate the experimental
design problem to a new type of problem in algorithmic discrepancy. A central problem
of discrepancy theory is to partition a collection of vectors into two sets so that the sum
of the vectors in each set is similar (Spencer, 1985). This problem directly corresponds to
finding a treatment assignment that minimizes covariate imbalances. However, algorithms
for discrepancy minimization generally aim to produce a single partition, corresponding to
a single assignment. Experimental designs based on such algorithms would essentially be
deterministic and thus afford essentially no robustness.

Our design is based on the Gram–Schmidt Walk algorithm of Bansal, Dadush, Garg and
Lovett (2019). The algorithm is uniquely suited to the experimental design problem because
it produces a random partition that has low expected discrepancy in every direction. To
control the trade-off between balance and robustness, we instruct the algorithm to balance
augmented covariates. The augmentation consists of a set of artificial covariates that are
orthogonal between the units. Such covariates cannot be balanced, and they act instead
to make the partition produced by the algorithm closer to fully random. Our use of the
Gram–Schmidt Walk algorithm for experimental design requires us to perform a careful
analysis of the statistical guarantees the algorithm provides.

2 Previous work

2.1 Arguments for and against randomization

The idea that experimenters should seek the most balanced treatment assignment predates
the idea that they should randomize. For example, in a review of the experimental methods
of the day, Student (1923) did not mention randomization even as a possibility. In a later
paper, Student (1938) explicitly argues that randomization often is harmful because random
assignments can only make the treatment groups less comparable than what they would be
under the most balanced assignment. His conclusion is that the only role for randomization
is to select between assignments that are equally balanced. The same conclusion, in slightly
different incarnations, has been reached several times after this (see, e.g., Kiefer, 1959;
Taves, 1974; Harville, 1975; Bertsimas et al., 2015; Kasy, 2016; Deaton & Cartwright,
2018; Kallus, 2018).

The conventional argument against designs that solely focus on balance is that confi-
dence statements are hard to construct when the assignments are not sufficiently random.
The argument goes back to at least Fisher (1925, 1926). He highlights that we do not need
to choose between the two extremes. We can partially restrict the randomization to avoid
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the most troublesome imbalances, but we allow some imbalances to persist to maintain
enough granularity in the distribution of the design to construct well-motivated interval
estimators and hypothesis tests. The insight has inspired a large number of experimental
designs which fall on the continuum between the fully randomized and the maximally bal-
anced designs. Examples include the matched pair design (Greevy et al., 2004; Imai et al.,
2009), various stratified designs (Fisher, 1935; Higgins et al., 2016) and rerandomization
(Lock Morgan & Rubin, 2012; Li et al., 2018).

Another argument against designs that solely focus on balance is robustness. Fisher
talks about robustness in terms of unbiasedness, but the argument extends to precision.
Wu (1981) appears to be the first paper to explicitly discuss the connection between ran-
domization and robustness in this extended sense. He shows that the fully randomized
design minimizes the worst-case mean square error. The result has been extended in vari-
ous directions (Li, 1983; Hooper, 1989; Kallus, 2018; Bai, 2019; Basse et al., 2019).

Wu’s minimax result demonstrates that there is no room to seek balance when robust-
ness is our only objective. We may, however, accept a less robust design if it provides
balance along dimensions that we believe are important. This is the compromise between
balance and robustness mentioned in the introduction. Balancing covariates will improve
precision if they are prognostically important, but it can be harmful if they are not. The
idea can be traced back to Efron (1971), whose concept of “accidental bias” is closely re-
lated to our concept of robustness. This work is developed and extended by Kapelner et al.
(2020). Our spectral interpretation of the experimental design problem in Section 3 further
extends Efron’s idea.

The two arguments for randomization are complementary. We may prefer an inter-
mediate design that only partially restricts the randomization both because it facilitates
confidence statements and because it provides robustness. The implications of the two
arguments are, however, somewhat different. The amount of randomness needed for confi-
dence statements is generally less than what considerations about robustness would suggest.
For this reason, the primary focus in this paper is the robustness argument. However, the
confidence intervals we describe are based on the distribution of the design, so we use the
randomization as the sole basis for our inferences in line with the second argument.

2.2 Related experimental designs and analyses

The experimental design that is closest to the one we describe in this paper is rerandom-
ization, which is a class of designs based on rejection sampling using a balance criterion
for acceptance. Lock Morgan & Rubin (2012) provide an analysis of this approach when
the balance criterion is based on a Mahalanobis distance, effectively imposing a whitening
transformation on the covariates. They investigate the improvement in precision achieved
by the approach under an assumption of additive treatment effects and an assumption of
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normally distributed covariates and potential outcomes. In this setting, they show that
rerandomization monotonically improves precision in the estimator as the balance criterion
becomes stricter. However, the assumptions they impose implicitly remove the trade-off
between robustness and balance discussed above, and it may therefore be difficult for ex-
perimenters to judge the relevance of the results for practice. Rerandomization also suffers
from computational difficulties: to decrease precision by a constant factor one must reject
a number of samples that is exponential in the number of covariates.

Li et al. (2018) relax the assumptions imposed by Lock Morgan & Rubin (2012) at the
cost of studying the estimator’s asymptotic distribution. The analysis is still restricted to
balance criteria based on Mahalanobis distances. The authors show that the estimator has
a non-normal asymptotic distribution under rerandomization in this more generally setting,
emphasizing the concerns with the assumptions in the previous analysis. While Li et al.
greatly improve our understanding of the rerandomization design, their analysis considers
a balance criterion that is asymptotically fixed, meaning that an acceptable assignment
must attain a Mahalanobis distance below some fixed threshold no matter the sample size.
However, the computational resources required to find an assignment that satisfies a certain
acceptance criterion generally depends on the sample size, so experimenters would adjust
the criterion as the sample grows. It may therefore be difficult for experimenters to judge
the relevance of the asymptotic results.

Li et al. (2018) note that it remains an open problem how to select the acceptance
criterion. Using rerandomization, the compromise between balance and robustness is man-
ifested in that a stricter acceptance criterion results in more balance at the cost of less
randomness. Reminiscent of the investigation in this paper, Kapelner et al. (2019) study
how to navigate this trade-off when using rerandomization. In particular, the authors inves-
tigate how to optimally select the acceptance criterion given a desired level of robustness.
They use a model in which treatment effects are additive, and they assume that the unex-
plained parts of the units’ potential outcomes can be seen as independent and identically
distributed draws from some superpopulation. They provide an algorithm that produces
an acceptance criterion that performs well given that the unexplained parts of the units’
responses are not in the tails of the distribution they are assumed to be drawn from.

The design described in this paper is also related to the design introduced by Krieger
et al. (2019). The authors construct an algorithm that makes local changes to an assignment
that is generated fully at random. The purpose is to produce a new assignment that is more
balanced. They show that if the covariate dimension is small, the number of changes needed
to reach a highly balanced assignment is typically also small, so the final assignment vector
is similar to the one that was generated at random. They provide heuristic arguments that
this could give us reason to interpret the final assignments as being essentially random.
Using three measures of randomness, they show that this is true asymptotically for a
modified version of their algorithm under a set of regularity conditions.
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Compared to these previous analyses, the analysis in this paper does not require as-
sumptions on the potential outcomes or the covariates. In particular, the analysis does not
require the covariates or potential outcomes to be normally distributed, nor the units to be
drawn from a superpopulation, nor the treatment effects to be additive. Moreover, the anal-
ysis does not require whitening transformations on the covariates, so it applies no matter
what type of covariates experimenters want to balance. Still, the analysis of both the preci-
sion and tail behavior of the estimator is valid in finite samples, and does not rely on large
sample approximations. We use asymptotic illustrations only for expositional purposes to
highlight and simplify features of the finite sample results. Hence, the understanding of
the behavior of the Gram–Schmidt Walk design is both more precise and more relevant to
practice than the understanding of existing experimental designs. Additionally, unlike re-
jection sampling algorithms, sampling an assignment from the Gram–Schmidt Walk design
is practical due to its computationally efficiency.

3 Randomized experiments

3.1 Preliminaries

We consider an experiment with n units indexed by i ∈ [n] and two treatment conditions.
For example, the units could be patients in a clinical trial and the treatments could be a
drug under evaluation and an inert substance, acting as placebo. We denote the treatment
assigned to unit i as zi ∈ {±1}, and we collect all assignments in a vector z = (z1, . . . , zn).
The assignments are potentially generated at random, and we refer to the distribution of
the vector z as the design of the experiment. The design is the sole source of randomness
under consideration. We will initially consider designs for which each unit is equally likely
to be assigned to either treatment, so that Pr(zi = 1) = 1/2 for all i ∈ [n]. We consider
designs with unequal assignment probabilities in Section 13.1.

The responses of unit i when assigned to the two treatments are denoted ai and bi, which
are taken to be real numbers. We refer these quantities as potential outcomes (Neyman,
1923). To ensure that the potential outcomes are well-defined, the treatment conditions
must be specified to a sufficiently detailed level and the treatment assigned to one unit may
not affect the response of other units (Rubin, 1980). The observed outcome for unit i is

yi =

{
ai if zi = 1,

bi if zi = −1.

It will prove helpful to collect the potential and observed outcomes in vectors:

a = (a1, . . . , an), b = (b1, . . . , bn), y = (y1, . . . , yn).
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A unit’s treatment effect is the contrast between its potential outcomes: ai − bi. The
quantity of interest in this paper is the average treatment effect :

τ =
1

n

n∑
i=1

(ai − bi).

Treatment effects are fundamentally unobservable because we can observe at most one
potential outcome for each unit. We seek to estimate the average effect using the observed
outcomes and our knowledge about the design. The focus in this paper is the Horvitz–
Thompson estimator (Narain, 1951; Horvitz & Thompson, 1952). For designs with Pr(zi =

1) = 1/2 for all units, the estimator can be written as

τ̂ =
1

n

∑
i∈Z+

yi
0.5
− 1

n

∑
i∈Z−

yi
0.5

=
2

n
〈z,y〉,

where Z+ = {i ∈ [n] : zi = 1} and Z− = {i ∈ [n] : zi = −1} are the two treatment groups.
The quality of our inferences depends on the design of the experiment. The Horvitz–

Thompson estimator is known to be unbiased and consistent for the average treatment
effect for a large number of designs (see, e.g., Aronow & Middleton, 2013; Delevoye &
Sävje, 2020). The goal is to pick one of these designs to ensure that the estimator is close
to the average treatment effect also in finite samples. This is achieved if the design balances
the potential outcomes, so that the mean of the potential outcomes in each treatment group
tends to be close to the mean in the overall sample.

3.2 Spectral interpretation of experimental designs

To make the task ahead concrete, we will use the mean square error of the estimator as a
measure of its performance. This error can be written as a quadratic form with respect to
the covariance matrix of the assignment vector of the average of the two potential outcome
vectors.

Lemma 1. For any experimental design with Pr(zi = 1) = 1/2 for all i ∈ [n], the mean
square error of the Horvitz–Thompson estimator is

E
[
(τ̂ − τ)2

]
=

4

n2
µ

ᵀ
Cov(z)µ where µ =

a+ b

2
.

The quadratic form demonstrates that the spectral properties of the covariance matrix
are key to understanding the mean squared error. In particular, the eigenvectors and
eigenvalues of the covariance matrix provide a basis which diagonalizes the matrix, thereby
characterizing the quadratic form and the mean squared error. To see this, let η1, . . . ,ηn be
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the normalized eigenvectors of Cov(z) with corresponding eigenvalues λ1, . . . , λn. Because
covariance matrices are symmetric, the eigenvectors form an orthonormal basis for the n-
dimensional vector space. We can therefore write any vector µ in Rn as a scaled linear
combination of the eigenvectors:

µ = ‖µ‖
n∑
i=1

wiηi, (1)

where w1, . . . , wn are the coefficients of the combination. Each coefficient wi captures
the alignment of the potential outcome vector with the corresponding eigenvector ηi. In
particular, we have that wi = 〈µ,ηi〉/‖µ‖.

We use equation (1) to expand the potential outcome vector µ in the expression for the
mean square error in Lemma 1. Because the eigenvectors form an orthonormal basis, we
obtain

E
[
(τ̂ − τ)2

]
=

4M

n

n∑
i=1

w2
i λi, where M =

1

n
‖µ‖2 =

1

n

n∑
i=1

µ2
i

is the second moment of the average of the potential outcomes. The decomposition shows
that mean square error of a design is proportional to a convex combination of the eigenvalues
of the covariance matrix of its assignment vector. The combination is convex because
the squared coefficients w2

1, . . . , w
2
n are non-negative and sum to one. Recall that these

coefficients reflect the alignment of the potential outcome vector with the corresponding
eigenvectors of the covariance matrix.

Representing the mean square error as a weighted average of eigenvalues provides several
useful insights. One insight is that the relative performance of different designs does not
depend on the magnitude of the potential outcomes. The mean square error will increase
as the second moment M grows larger, but it will do so proportionally for all designs. The
performance of a design is instead determined by the direction of the vector µ relative to the
eigenvectors of the covariance matrix that the design produces. To select a well-performing
design, we should ensure that µ is aligned to eigenvectors with small eigenvalues and nearly
orthogonal to eigenvectors with large eigenvalues.

A second insight is that if the potential outcome vector is parallel to some eigenvector i,
then wi = 1, and the mean square error is determined by the corresponding eigenvalue. This
gives us a simple way to characterize the worst- and best-case performance of a design over
all possible potential outcomes. The worst-case is when µ is parallel with the eigenvector
corresponding to the largest eigenvalue, in which the case the mean square error is equal
to that eigenvalue scaled by 4M/n. Similarly, the best-case performance is determined by
the smallest eigenvalue.

For example, the group-balanced randomization design divides the units into two treat-
ment groups of fixed and equal size uniformly at random. This design is sometimes called
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complete randomization, but we avoid that name because the assignments produced by the
design are not independent, and assigning treatment independently at random is arguably
more random. Indeed, the covariance matrix produced by the group-balanced design is
Cov(z) = (nI − 11

ᵀ
)/(n − 1), where I is the identity matrix and 1 is a vector of ones.

The smallest eigenvalue of this matrix is zero, corresponding to the eigenvector 1. Thus,
the best-case mean squared error achieved by the design is zero. This occurs when the
potential outcome vector is parallel with the vector of ones, so that all elements of µ are
the same. The largest eigenvalue is n/(n − 1), so the worst-case mean squared error is
4M/(n− 1). This occurs when the potential outcome vector is orthogonal to the vector of
ones, so that the sum of the elements of µ is zero.

A third insight is that the sum of the eigenvalues is equal to n for all designs. This is
because the sum is equal to the trace of the covariance matrix, and the diagonal elements
of the matrix are fixed at one for designs with uniform first-order assignment probabilities.
This highlights that it is not possible to improve the performance of a design in all directions
simultaneously. One may improve performance for some vectors µ only by making it worse
for others.

An implication of the third insight is that there is an inherent trade-off between potential
performance and robustness when designing an experiment. The most robust design is one
that focuses equally on all possible directions of the potential outcome vector, so that
the eigenvalues are uniform: λ1 = · · · = λn = 1. Such a design minimizes the worst-
case performance because the mean square error is constant at 4M/n for all potential
outcome vectors. This is achieved by any design for which the assignments are pair-wise
independent, so that Cov(z) = I. A design with non-uniform eigenvalues will outperform
the fully randomized design for some directions the potential outcome vector µ could lie
in. But by necessity, one or more eigenvalues will be larger than one, so the precision is
worse in the corresponding directions. The more we skew the alignment of the covariance
matrix, the better the design will perform if the vector µ predominately lies in one of the
targeted directions, but the precision worsens if it does not.

Another implication of the third insight is that all experimental designs are admissible.
For any two designs with distinct covariance matrices, there exists potential outcome vectors
so that either design outperforms the other. For this reason, searches for an universally
optimal design will not be fruitful. Designs must instead be judged with respect to a
particular potential outcome vector, or with respect to a particular set of such vectors.

3.3 Covariate balance

If we somehow knew the potential outcome vector µ, we would choose a design for which
the smallest eigenvector of its covariance matrix is aligned with that vector, thereby making
the mean square error as small as possible. In practice, however, the potential outcomes
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are unknown, so this recipe cannot be followed.
If we are completely agnostic about the potential outcomes, designs with independent

assignments appear to be the most appropriate choice because they put equal focus on all
possible vectors. But prior substantive knowledge could motivate the use of other designs.
We may, for example, know that the potential outcomes are positive. The group-balanced
design will typically be a better choice in this case because a positive potential outcome
vector is always somewhat aligned with the vector of ones, which is its smallest eigenvector.

A common type of prior knowledge is the existence of associations between the potential
outcomes and auxiliary data observed before the experiment is run. Let xi ∈ Rd be a vector
of d covariates for unit i, and letX be an n-by-dmatrix whose rows are the covariate vectors
x1, . . . ,xn. If these covariates are predictive of the potential outcomes, we may use them
as proxies for the outcomes. By balancing the covariates, we hope to indirectly balance
potential outcomes as well. If we restrict our attention to linear associations, the spectral
perspective provides motivation for this approach.

We refer to the column space of X as the span of the covariates. To say that that
covariates are linearly predictive of the potential outcomes is the same as saying that
the potential outcome vector is close to this span. Hence, if we know that such a linear
association exists, we have some information about the direction of the potential outcomes.
By aligning the smallest eigenvectors of the covariance matrix with the column space of
X, we make the corresponding quadratic form, and thus the mean square error, small for
all potential outcomes µ which are linearly predicted by the covariates.

To see this analytically, let β = arg minβ‖µ−Xβ‖ be a linear function of the covariates
that best predicts the potential outcomes. If the covariates are linearly independent, this
function is unique and given by β = (X

ᵀ
X)−1X

ᵀ
µ, but the argument applies also under

linear dependence. In either case, the function β has no causal meaning, and it should
be interpreted simply as describing a projection. Let µ̂ = Xβ be the predicted potential
outcomes and let ε = µ− µ̂ be the errors of the predictions.

We can now write µ = µ̂ + ε. This decomposes the potential outcomes into two
projections: one onto to the span of the covariates and one onto the orthogonal complement
of that span. The decomposition allows us to also decompose the mean square error:

n2

4
E
[
(τ̂ − τ)2

]
= µ̂

ᵀ
Cov(z)µ̂+ ε

ᵀ
Cov(z)ε+ 2µ̂

ᵀ
Cov(z)ε.

It is not possible to directly minimize this expression because the potential outcomes are
not observed, so µ̂ and ε are not known, but the decomposition provides guidance.

We know that µ̂ is in the span of the covariates. Thus, to make the first term small, we
should seek to align the smallest eigenvectors of the covariance matrix with the columns of
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X. This ensures that

µ̂
ᵀ

Cov(z)µ̂ = β
ᵀ
X

ᵀ
Cov(z)Xβ = β

ᵀ
Cov(X

ᵀ
z)β

is small compared to the magnitude of β. Similarly, to make the second term small, we
should seek to align the smallest eigenvectors with the orthogonal complement of the span.

The span of the covariates and its orthogonal complement make up the entire vector
space, so we cannot simultaneously align the smallest eigenvectors of the covariance matrix
to both of these subspaces. Without any prior knowledge about the potential outcomes,
the appropriate choice of design would again be to focus equally on all directions. However,
we now have some indication of the direction of the vector because we know, or presume to
know, that the covariates are predictive of the potential outcomes. This implies that ‖µ̂‖2
is a large share of ‖µ‖2 relative to the number of dimensions of the covariate span. The
implication is that we should focus on the first term and align the smallest eigenvectors
with the columns of X to a larger degree than what the dimensionality of the span would
suggest. However, such alignment could make the mean square error larger if, contrary to
our perceived knowledge, ‖ε‖2 is a disproportionately large share of ‖µ‖2.

The spectral interpretation does not tell us the weight we should give to balance and
robustness when we design an experiment. This should be governed by the experimenter’s
preferences and prior substantive knowledge. But the interpretation highlights exactly what
the trade-off consists of. To make the design robust, we should make the matrix Cov(z)

small in all directions. By minimizing the spectral norm of this matrix, we minimize the
worst-case mean square error of the design. To make the design perform well when the
covariates are predictive of the potential outcomes, we should instead make the matrix
Cov(X

ᵀ
z) small. By minimizing the spectral norm of this second covariance matrix, we

maximize the balance of all linear functions of the covariates. Unless the covariate vectors
are orthogonal between the units, these two objectives are in opposition. Making the norm
of one of the matrices smaller will generally make the norm of the other matrix larger.1

3.4 Realizable designs and drawing assignments

The spectral interpretation helps us understand the behavior of a particular design, but
by itself, it does not help us construct a design. The difficulty is that covariance matrices
Cov(z) by necessity belong to the convex hull of {vvᵀ : v ∈ {±1}n}, and some eigen-
systems are not realizable in this set of matrices. In other words, after an experimenter
selects a desired covariance matrix that aligns the eigensystem in an appropriate way, it
is often impossible to construct an experimental design that realizes that matrix. A re-
lated, more practical concern is that an efficient algorithm for drawing assignments from

1The objectives are, however, not in complete opposition, and the design that minimizes the spectral
norm of Cov(Xᵀ

z) may still be quite random.
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a specific design may not exist, because its support generally will contain exponentially
many assignments. Experimental design is inherently both a statistical and computational
problem.

There are currently three common approaches to solving this problem. The first is
to impose ad hoc restrictions on the design in an effort to make it easy to analyze and
computationally tractable to draw assignments. Implicitly, these restrictions also impose
restrictions on the eigensystem in a way that we rarely have reason to believe is appropriate
or useful. For example, the matched pair design restricts Cov(z) to be block diagonal with
n/2 blocks. The second approach is rerandomization, which tackles the problem by rejection
sampling. Besides being tremendously computationally inefficient, it is generally not clear
how a particular acceptance criterion translates to a particular eigensystem, making the
analysis of the design difficult without assumptions or large sample approximations. The
final approach is to select a single assignment vector that approximately maximizes some
measure of covariate balance. Provided that the sign of the vector is random, the resulting
covariance matrix is rank one, telling us that this type of designs is minimally robust. For
example, a naive application of algorithms in the discrepancy theory literature to minimize
covariate imbalance would yield such a design.

The challenge ahead is to construct a design that allows experimenters to precisely con-
trol the trade-off between balance and robustness, and to precisely control which directions
in the vector space to balance. At the same time, the design should be computationally
tractable and amenable to statistical analysis without imposing assumptions or using large
sample approximations.

4 The Gram–Schmidt Walk design

The Gram–Schmidt Walk design is specified by one parameter φ ∈ [0, 1] that determines
how the trade-off between balance and robustness is resolved. When the parameter φ is
closer to zero, the design places greater emphasis on covariate balance, at the expense
of robustness. In particular, as φ decreases, the spectral norm of the matrix Cov(X

ᵀ
z)

decreases so that better covariate balance is achieved. At the same time, the spectral norm
of the matrix Cov(z) increases so the worst-case performance becomes worse.

The role of the parameter is to construct a matrix of augmented covariates. Using the
raw covariate matrix X as input, an (n+ d)-by-n matrix is constructed as

B =

[ √
φI

ξ−1
√

1− φXᵀ

]
,

where I is the n-by-n identity matrix and ξ = maxi∈[n]‖xi‖ is the maximum row norm of the
covariate matrix. The purpose of the factor ξ is to ensure that the two constituent matrices
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are on comparable scales. The parameter φ controls the degree to which the augmented
covariates resemble the raw covariates. When φ is zero, the augmented covariates coincide
with the raw covariates, so balancing B is the same as making Cov(X

ᵀ
z) small. When φ

is one, the augmented covariates ignore the raw covariates, and we will see that balancing
B is then the same as making Cov(z) small. Intermediate values interpolate between the
two extremes.

We use the Gram–Schmidt Walk algorithm by Bansal et al. (2019) to balance the
augmented covariates. The procedure was designed to algorithmically achieve the exis-
tence results of Banaszczyk (1998), which was an important open problem in algorithmic
discrepancy theory (Matoušek, 1999; Chazelle, 2000). The algorithm partitions a set of
high-dimensional vectors so that the discrepancy of the partition concentrates with high
probability around zero. For our purposes, an important property of the algorithm is that
its output approaches a fully random partition as its input vectors approach orthogonality.

An assignment vector is sampled from the design by calling a slightly modified version
of the Gram–Schmidt Walk algorithm with the augmented covariate matrix B as input.
The construction of the assignment vector will be essential to understand the properties of
the design. We therefore describe our variant of the algorithm in detail. Our version differs
from the original only in that we select the pivot units at random.

The assignment vector is constructed over several iterations. We extend our notation so
that zt denotes the assignment vector at iteration t, and zt(i) denotes the ith coordinate
at the same iteration.

1. Initialize a vector of fractional assignments z1 ← (0, 0, . . . , 0) and an index t← 1.
2. Select a unit p uniformly at random from [n]. This is the initial pivot unit.
3. While zt /∈ {±1}n:

(a) Create the set A ← {i ∈ [n] : |zt(i)| < 1}.
(b) If p /∈ A, select a new pivot p from A uniformly at random.
(c) Compute a step direction as

ut ← arg min
u∈U

‖Bu‖,

where U is the set of all (u1, . . . , un) ∈ Rn such that up = 1 and ui = 0 for all
i /∈ A.

(d) Set δ+ ← |max ∆| and δ− ← |min ∆| where ∆ = {δ ∈ R : zt + δut ∈ [−1, 1]n}.
(e) Select a step size at random according to

δt ←

{
δ+ with probability δ−/(δ+ + δ−),

−δ− with probability δ+/(δ+ + δ−).
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(f) Update the fractional assignments: zt+1 ← zt + δtut.
(g) Increment the index: t← t+ 1.

4. Output zt ∈ {±1}n as the assignment vector.

The goal of the algorithm is to produce assignments that tend to balance the difference
between the within-group sums of the augmented covariate vectors. Unit i’s augmented
covariate vector is the ith column of B. This is a scaled concatenation of the unit’s raw
covariates and a unit-unique indicator variable:

bi =

[ √
φei

ξ−1
√

1− φxi

]
,

where ei = (0, . . . , 0, 1, 0, . . . , 0) is the ith basis vector of dimension n. The difference
between the within-group sums of the vectors is

Bz =
n∑
i=1

zibi =
∑
i∈Z+

bi −
∑
i∈Z−

bi,

where, as above, Z+ and Z− are the two treatment groups.
The algorithm takes on this balancing problem using a relaxation. It extends the as-

signments from the integral values {±1} to the interval [−1, 1]. We refer to assignments in
the interior of this interval as fractional. The algorithm constructs the assignments by it-
eratively updating a vector of fractional assignments zt. The initial fractional assignments
are zero: z1 = 0. This means that the augmented covariate vectors start out perfectly
balanced, because Bz1 = B0 = 0. The initial assignments are not acceptable, however,
because they are not integral. The only acceptable outputs are assignments zt ∈ {±1}n.
As the algorithm updates the fractional assignments, the fundamental tension is between
maintaining good balance, as measured by Bzt, and making the assignments integral. As
we move towards integrality, balance becomes harder to maintain. The algorithm navigates
this tension by updating the assignments in a direction that does not increase the imbal-
ances too much while ensuring that the update is large enough to be a sizable step towards
integrality.

The fractional assignments are updated by

zt+1 ← zt + δtut.

The update δtut is comprised of a step size δt and a step direction ut. The algorithm selects
the step direction to minimize the imbalance of the update as measured by the magnitude
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-1 0 1

Figure 1: Illustration of one iteration of the Gram–Schmidt Walk design.

of the balance of the augmented covariate vectors:

‖But‖ =

∥∥∥∥ n∑
i=1

uibi

∥∥∥∥,
where we have suppressed the iteration index on the coordinates of ut = (u1, . . . , un) to
ease the notation. As the update is additive, we have

Bzt+1 = Bzt + δtBut,

so making ‖But‖ small helps keep ‖Bzt+1‖ small.
The update direction is selected under two constraints. The first is that the coordinates

corresponding to units that already have integral assignments are zero. That is, we impose
ui = 0 for all i /∈ A. The purpose is to ensure that these units maintain their integral
assignments. The second constraint is that the coordinate for one unit p ∈ A, which we
call the pivot, is one: up = 1. The pivot fills two purposes. The first purpose is to avoid
the trivial solution ut = 0. The second purpose, which we discuss in Section 6 below, is to
avoid compounding imbalances in the updates.

With the step direction in hand, the algorithm randomly selects the step size δt to be one
of two candidate values: δ+ and δ−. The candidate values, one positive and one negative,
are the largest scaling factors δt such that the updated assignment vector zt+ δtut is in the
cube [−1, 1]n. This ensures that the updated assignments are valid fractional assignments.
It also ensures that at least one unit with an assignment in the interior of the interval is
given an integral assignment at each iteration. The procedure is repeated until an integral
assignment vector is reached.

Figure 1 provides an illustration of the algorithm. Panel A depicts the fractional assign-
ments as an update iteration starts in the third step. Panel B depicts the selected update
direction. This direction depends on the augmented covariates, which are not illustrated in
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the figure. Panels C and D show the two possible updates given by the two candidate step
sizes. Panel E depicts the randomly updated assignment vector at the end of the iteration.

5 Assignment probabilities and unbiasedness

In Section 3, we considered designs for which each unit is equally likely being assigned to
either treatment. In this section, we prove that the Gram–Schmidt Walk design belongs to
this class. To show this, we begin by demonstrating a martingale property of the assignment
procedure.

Lemma 2. The sequence of fractional assignments z1, z2, . . . forms a martingale.

Proof. Recall that the fractional assignments are updated as zt+1 = zt + δtut. Consider
the conditional expectation of the assignments updated at iteration t:

E[zt+1 | z1, . . . ,zt] = zt + E[δtut | z1, . . . ,zt].

By the law of iterated expectations,

E[δtut | z1, . . . ,zt] = E
[
E[δt | δ+t , δ−t ]ut

∣∣ z1, . . . ,zt],
because δt is conditionally independent of (z1, . . . ,zt,ut) given (δ+t , δ

−
t ). The step size δt

takes the values δ+t and δ−t with probabilities inversely proportional to their magnitudes,
so

E[δt | δ+t , δ−t ] = δ+t

(
δ−t

δ+t + δ−t

)
− δ−t

(
δ+t

δ+t + δ−t

)
= 0.

It follows that the expected update is zero: E[δtut | z1, . . . ,zt] = 0.

The martingale property implies that the expectation of the integral assignments sam-
pled from the design is zero: E[z] = z1 = 0. This yields the following corollaries.

Corollary 1. Under the Gram–Schmidt Walk design, Pr(zi = 1) = 1/2 for all i ∈ [n].

Corollary 2. The Horvitz–Thompson estimator is unbiased for the average treatment effect
under the Gram–Schmidt Walk design.

The first corollary follows from that E[zi] = Pr(zi = 1)− Pr(zi = −1) = 0 for all units.
The second corollary follows from the fact that the estimator is unbiased for all designs
with uniform first-order assignment probabilities (Aronow & Middleton, 2013).

The relation E[z] = z1 holds for any initial fractional assignments, which provides
control over the first moment of the assignment vector. We use this insight to extend the
design to non-uniform assignment probabilities in Section 13.1.
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6 Balancing augmented covariates

While the augmented covariates themselves are of little interest to experimenters, the de-
sign’s ability to balance these covariates will prove fundamental to understand its behavior
and the properties of the estimator. An upper bound on the maximum imbalance of the
augmented covariates allows us to characterize the precision of the design and its ability to
balance the raw covariates. We derive this upper bound in this section.

For ease of interpretation, our focus in this section, as well as in the subsequent sections,
is performance and balance in a mean square sense. It is possible to extend these results
to statements about tail probabilities using the concentration result in Theorem 4.

Definition 1. The Loewner order is a partial order on symmetric matrices where A � B
if B −A is positive semidefinite. Equivalently, A � B if vᵀAv ≤ vᵀBv for all vectors v.

Theorem 1. Under the Gram–Schmidt Walk design, the covariance matrix of the vector
of imbalances for the augmented covariates Bz is bounded in the Loewner order by the
orthogonal projection onto the subspace spanned by the columns of B:

Cov(Bz) � P = B
(
B

ᵀ
B
)−1
B

ᵀ
.

Sketch of proof. We will show that vᵀ Cov(Bz)v ≤ vᵀPv for all vectors v ∈ Rn+d. In
Supplement A, we derive an expression for Cov(z) in terms of the step directions and sizes
used by the algorithm in Section 4. This allows us to write the quadratic form as

v
ᵀ

Cov(Bz)v = v
ᵀ

E

[
T∑
t=1

δ2tButu
ᵀ
tB

ᵀ

]
v = E

[
T∑
t=1

δ2t 〈But,v〉2
]
,

where T is the final iteration of the algorithm. Note that T is random.
The first part of the proof is to rearrange the terms of this sum. To do so, we define a

pivot phase Si as the set of iterations t for which unit i was the pivot. A unit’s pivot phase
is random and it may be the empty set if the unit was assigned an integral assignment
without being chosen as the pivot. We can now write

E

[
T∑
t=1

δ2t 〈But,v〉2
]

=
n∑
i=1

E

[∑
t∈Si

δ2t 〈But,v〉2
]
.

In the supplement, we show that the expected sum of the squared step sizes within a
pivot phase is bounded by one. This is a consequence of the fact that the same unit is kept
as pivot until it is given an integral assignment. Together with the fact that each column
of B has norm of at most one, this allows us to bound the contribution of each pivot phase
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to the overall quadratic form as

E

[∑
t∈Si

δ2t 〈But,v〉2
]
≤ E

[
v
ᵀ
P iv

]
,

where P i denotes the projection onto a subspace that contains the updates But generated
in the pivot phase Si.

Bansal et al. (2019) show that the updatesBut andBus are orthogonal if the iterations
t and s are in different pivot phases. In the supplement, we extend this result to show that
the subspaces corresponding to different pivot phases are orthogonal and their union is the
column space of B, so that

∑n
i=1P i = P with probability one. We conclude that

n∑
i=1

E
[
v
ᵀ
P iv

]
= v

ᵀ
E

[ n∑
i=1

P i

]
v = v

ᵀ
Pv.

We provide a detailed proof of the theorem in Supplement A. This proof interprets
the procedure as implicitly constructing a random basis for the column space of B. This
reveals the connection between the Gram–Schmidt Walk and its namesake, the Gram–
Schmidt orthogonalization procedure.

The projection matrix P is small: it has n eigenvalues that are one and d eigenvalues
that are zero. Theorem 1 therefore demonstrates that the design, as intended, balances the
augmented covariates. A more direct way to see this is to consider the variance of linear
functions of the augmented covariates. For every v ∈ Rn+d,

Var(v
ᵀ
Bz) = v

ᵀ
Cov(Bz)v ≤ vᵀPv ≤ ‖v‖2,

where the inequalities follow from Theorem 1 and the fact that the identity matrix upper
bounds the projection matrix in the Loewner order.

The utility of achieving balance on the augmented covariates may become clear when
one considers the structure of the covariance matrix. This matrix can be written in block
form as

Cov(Bz) =

[
φCov(z) ξ−1

√
φ(1− φ) Cov(X

ᵀ
z, z)ᵀ

ξ−1
√
φ(1− φ) Cov(X

ᵀ
z, z) ξ−2(1− φ) Cov(X

ᵀ
z)

]
.

The blocks are scaled versions of the terms in the mean square error decomposition in
Section 3.3. Theorem 1 thus bounds the components that determine the behavior of the
design. We explore the consequences of Theorem 1 in the subsequent sections.
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7 Controlling the worst-case mean square error

We introduced the Gram–Schmidt Walk design in Section 4 by saying that it is specified
by a parameter φ ∈ [0, 1] that controls the robustness of the design. This section proves
this property. In particular, the following theorem demonstrates that the parameter limits
how much worse the Gram–Schmidt Walk design can perform relative to the mean square
error of the minimax optimal design.

Theorem 2. The worst-case mean squared error under the Gram–Schmidt Walk design
is upper bounded by the ratio between the minimax optimum and the design parameter.
That is, for all potential outcome vectors µ = (a+ b)/2, all covariate matrices X, and all
parameter values φ ∈ (0, 1],

E
[
(τ̂ − τ)2

]
≤ 4M

φn
where M =

1

n

n∑
i=1

µ2
i .

Proof. We concluded in Section 3.2 that the worst-case mean square error of any design
is 4λzM/n where λz is the largest eigenvalue of Cov(z). We can obtain a bound on this
largest eigenvalue by using the matrix inequality in Theorem 1. The upper left n-by-n
block of Cov(Bz) is φCov(z). The corresponding block of the projection matrix P in
Theorem 1 is φQ where

Q =
(
φI + (1− φ)ξ−2XX

ᵀ)−1
.

If A � B, then any two principal submatrices corresponding to the same row and
column set S satisfy the inequality AS � BS. It follows that Cov(z) � Q, which in turn
implies that the largest eigenvalue of Cov(z) is bounded by the largest eigenvalue of Q.
Lemma A9 in Supplement A shows that this eigenvalue is at most 1/φ.

The theorem shows how the parameter φ controls the robustness of the design. Recall
from Section 3.2 that the mean square error of the minimax optimal design is 4M/n where
M is the second moment of the potential outcomes. We know that the worst-case per-
formance of the Gram–Schmidt Walk design generally is worse than the minimax optimal
design because it aims to balance the covariates, which the minimax design does not. The
parameter limits how much worse the design may perform relative to minimax. In partic-
ular, the relative worst-case performance is bounded by 1/φ. For example, if we were to
use φ = 4/5, the mean square error under the Gram–Schmidt Walk design would be at
most 25% higher than the error under the minimax design. Of course, our hope is that
the design will perform considerably better than this. The point here is that the design
guarantees a certain level of performance even when there is no association between the
covariates and the outcomes, in which case balancing the covariates can be harmful.
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Theorem 2 also allows us to characterize the asymptotic behavior of the estimator un-
der the design. A sufficient condition for the estimator to converge in mean square to
the average treatment effect is M = o(φn). When the second moment is asymptotically
bounded, the worst-case rate of convergence is

√
φn. Hence, if we do not let the param-

eter approach zero, the estimator is ensured to be root-n consistent. These convergence
rates are the worst-case rates, so they may be conservative. But it is reassuring that the
design performs well asymptotically no matter the association between the covariates and
the potential outcomes. This includes high-dimensional regimes in which the number of
covariates grows at a faster rate than the number of units.

8 Balancing covariates

8.1 Measuring covariate balance

We continue our investigation of the statistical properties of the design by characterizing
its ability to balance the covariates. Our focus will be on the matrix Cov(X

ᵀ
z). To see

how this matrix captures covariate balance, observe that the vector Xᵀ
z is the difference

between the sums of the covariate vectors within the two treatment groups:

X
ᵀ
z =

n∑
i=1

zixi =
∑
i∈Z+

xi −
∑
i∈Z−

xi.

The expectation of this vector is zero, E[X
ᵀ
z] = 0, so the diagonal of Cov(X

ᵀ
z) is the mean

square covariate difference between the treatment groups for each covariate. A common
metric of covariate imbalance is the mean square error of a treatment effect estimator
when we substitute a covariate for the outcome (see, e.g., Li et al., 2018). The diagonal
elements of Cov(X

ᵀ
z), rescaled with 4/n2, are exactly this imbalance metric. The off-

diagonal elements of Cov(X
ᵀ
z) capture cross-imbalances, which are important to consider

because imbalances in different covariates could be correlated, meaning that the imbalances
compound.

Considering the whole matrix Cov(X
ᵀ
z), rather than only its diagonal elements, allow

us to characterize the balance of any linear function of the covariates. Let θ ∈ Rd be some
arbitrary linear function of the covariates. The imbalance on this linear function for a
particular assignment z is given by

θ
ᵀ
X

ᵀ
z =

∑
i∈Z+

θ
ᵀ
xi −

∑
i∈Z−

θ
ᵀ
xi,
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and the expected imbalance of the function, in terms of mean square differences, is

E
[
(θ

ᵀ
X

ᵀ
z)2
]

= Var(θ
ᵀ
X

ᵀ
z) = θ

ᵀ
Cov(X

ᵀ
z)θ.

In other words, imbalance of the linear function is intimately linked to the imbalance of
Cov(X

ᵀ
z). To ease the interpretation, we will translate our results on the balance of

Cov(X
ᵀ
z) to the corresponding results on an arbitrary linear function θ of the covariates

throughout this section.

8.2 Bounding covariate imbalances

The following lemma characterizes the covariate balance using the result in Theorem 1.

Lemma 3. Under the Gram–Schmidt Walk design, the covariance matrix capturing covari-
ate imbalances is bounded in the Loewner order by

Cov(X
ᵀ
z) � ξ2

1− φ
H where H = X

ᵀ
(
XX

ᵀ
+

ξ2φ

1− φ
I

)−1
X.

Proof. The proof follows a similar structure as the proof of Theorem 2, in that we also
here extract the principal submatrices from the matrix inequality in Theorem 1. The lower
right d-by-d block of Cov(Bz) is ξ−2(1−φ) Cov(X

ᵀ
z). The corresponding d-by-d block of

the matrix bound P = B(B
ᵀ
B)−1B

ᵀ is

ξ−2(1− φ)X
ᵀ(
φI + (1− φ)ξ−2XX

ᵀ)−1
X.

Thus, one obtains the lemma by dividing both sides by ξ−2(1 − φ) and rearranging the
right hand side expression.

The matrix H in Lemma 3 resembles the “hat matrix” often considered in the linear
regression analysis. But there are two important differences. First, the conventional hat
matrix is a projection onto the subspace spanned by the columns of the covariate matrix.
The current matrix is instead a projection onto the subspace spanned by the rows. That is,
H captures the leverages of the covariates rather than the leverages of the units. Second,
H uses XXᵀ

+ ξ2φ(1 − φ)−1I for the normalization in the projection rather than the
conventionalXᵀ

X. We can interpret this normalization as a type of regularization. Indeed,
H is the hat matrix for a ridge regression with ξ2φ(1−φ)−1 as the regularization parameter
and Xᵀ as the regressors.

Similar to conventional leverage scores, we can interpret the diagonal ofH as measures
of how easy it is to recreate a column of X using linear combinations of the other columns.
In this sense, they are measures of outlierness of the covariates. The implication is that
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outlying covariates will be balanced to a lesser degree than non-outlying covariates. More
generally, functions of the covariates that give more weight to covariates that are outliers
will be balanced to a lesser degree. One intuition for this is that balancing a non-outlying
covariate will tend to improve balance also for other non-outliers. There is, however, a
tension between balance on non-outliers and outliers, and less focus will be given to the
outliers because of the lack of complementarities.

Through Lemma 3, we immediately obtain a bound on the imbalance of linear functions
of the covariates.

Corollary 3. Under the Gram–Schmidt Walk design, the imbalance of any linear function
θ of the covariates is bounded by

E
[
(θ

ᵀ
X

ᵀ
z)2
]
≤ ξ2

1− φ
θ
ᵀ
Hθ.

The corollary accounts for the distribution of the covariates among the units in the
sample through the matrixH . It is therefore adaptive; if some linear functions are balanced
to a greater degree than others, perhaps because they give more weight to non-outlying
covariates, the bound will reflect this. The bound does not involve any outcomes, so it may
also be computed before the experiment is run. Experimenters may thereby inspect these
bounds and select the design parameter according to their desired level of balance.

8.3 Worst-case imbalance on linear functions

The bound in Corollary 3 is different for each linear function θ. To make the bound more
interpretable, we can take the supremum over all linear functions of a certain magnitude,
which gives a bound on the worst-case imbalance. This allows us to bound the worst-case
imbalance by a quantity that does not depend on the covariates other than through ξ.

Proposition 1. The imbalance of any linear function θ of the covariates is bounded by

E
[
(θ

ᵀ
X

ᵀ
z)2
]
≤ ξ2

1− φ
‖θ‖2.

Proof. By virtue of being a regularized hat matrix, all eigenvalues of H are at most one.
This implies that θᵀHθ ≤ ‖θ‖2 for all θ ∈ Rd.

The worst-case bound in Proposition 1 decreases monotonically with φ, indicating less
imbalance as the parameter approaches zero. There can, however, be some linear functions
whose expected imbalances are not monotone in the parameter. We will return to this
point later in this section.
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To better understand Proposition 1, we can compare this bound with the balance
achieved under the fully randomized design. Let zfr denote the assignment vector when
the treatments are independent. We have E

[
(θ

ᵀ
X

ᵀ
zfr)2

]
= ‖Xθ‖2 for such a design.

The following corollary considers this balance in relation to the balance achieved by the
Gram–Schmidt Walk design.

Corollary 4. Suppose that a sequence of covariate matrices X and linear functions θ sat-
isfies ξ = O(

√
d log(n)) and ‖θ‖2/‖Xθ‖2 = O(1/n). Then the relative imbalance between

the Gram–Schmidt Walk design and the fully randomized design is

E
[
(θ

ᵀ
X

ᵀ
z)2
]

E
[
(θ

ᵀ
X

ᵀ
zfr)2

] = O
(
d log(n)

(1− φ)n

)
.

The first condition of the corollary stipulates that the set of covariates does not con-
tain extreme outliers asymptotically. For example, the condition holds with a probability
tending to one if the covariates were drawn from a subgaussian distribution. The second
condition stipulates that we do not consider linear functions θ that are trivially balanced
by all designs. The simplest such trivial function is θ = 0, because we then have Xθ = 0,
and all design would be equally balanced. In a low-dimensional setting where d and θ are
fixed in the asymptotic sequence, the second condition reduces to ‖Xθ‖2 = Ω(n). This
states that the covariates of the units that are added in the asymptotic sequence are not
self-balancing with respect to the linear function under consideration, meaning that the
magnitude of θᵀxi tends to be bounded away from zero. When θ is not fixed asymptoti-
cally, the sequence of functions is trivial if ‖Xθ‖2 is small relative to the magnitude of the
functions.

Corollary 4 tells us that as long as we do not let φ approach one asymptotically, meaning
that we instruct the design to at least partially focus on achieving balance, the relative
imbalance between the Gram–Schmidt Walk design and the fully randomized design is on
the order of the number of units divided by the number of covariates, O(d/n), disregarding
the logarithmic factor. In a low-dimensional setting where d is bounded, this means that
the rate of convergence of the imbalance of the function θ improves from

√
n under the

fully randomized design to n under the Gram–Schmidt Walk design.

8.4 Characterizing the covariate imbalance

The worst-case bound in Proposition 1 is uninformative when φ is close to one. This is
because it ignores that greater regularization imposed by the parameter φ will make the
matrix H smaller. Using a singular value decomposition, we can write the matrix H in
a way that better characterizes the covariate imbalance than the previous section, at the
same time as being more interpretable than the bounds in Section 8.2.
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Proposition 2. Under the Gram–Schmidt Walk design, the covariance matrix of Xᵀ
z is

bounded in the Loewner order by

Cov(X
ᵀ
z) �

(
φ(X

ᵀ
X)† + (1− φ)(ξ2Π)†

)†
,

where Π is the orthogonal projection onto the rows of the covariate matrix X and A†

denotes the pseudo-inverse of A.

The proposition demonstrates that the bound on the covariance matrix in Lemma 3 is a
weighted harmonic mean of two d-by-d matrices. The first is the Gram matrixXᵀ

X of the
covariate matrix. This is the value the covariance matrix takes when the assignments are
pair-wise independent. The second matrix ξ2Π is a scaled version of the projection onto
the span of the covariate vectors x1, . . . ,xn. When the covariate vectors span the entire
vector space, Π is the identity matrix; otherwise, we may interpret Π as being the identity
matrix on the subspace containing the data. In particular, the matrix is the limit of the
hat matrix in the previous bound as the parameter approaches zero: Π = limφ→0H .

The design parameter determines the weights of the harmonic mean between the two
matrices. When φ = 1, the bound is the Gram matrix, demonstrating that the design does
no balancing of the covariates. When φ = 0, the bound is the scaled projection matrix,
demonstrating that the design maximally balances the covariates in the sense that the
covariance matrix of assignment vectors Cov(z) is maximally aligned with the covariate
span. Intermediate values interpolate between the two extremes.

The projection matrix is scaled by ξ2 in the bound. No design can improve upon
this scaling term without imposing restrictions on the covariates. The scaling accounts
for outliers among the units. The balancing will be sensitive to such outliers because the
design can only assign integral treatments to the units. Consider an experiment in which
one unit has large ‖xi‖ and the norms of other units’ covariate vectors are considerably
smaller. It will be hard to balance this set of units because the one outlying unit will always
tilt the balance in the direction of the treatment group it is assigned to. This is captured
by ξ = maxi∈[n]‖xi‖.

Proposition 2 allows us to strengthen the bound in Proposition 1, perhaps at the cost
of being less interpretable. As a result of the matrix inequality, the largest eigenvalue of
matrix on the right hand side in the proposition is an upper bound on the largest eigenvalue
of the covariance matrix Cov(X

ᵀ
z). We can derive largest eigenvalue of the matrix on the

right hand side exactly: (
φλ−1G + (1− φ)ξ−2

)−1
,

where λG is the largest eigenvalue of the Gram matrix Xᵀ
X. Unlike the bound on the

largest eigenvalue of H we used in the proof of Proposition 1, this representation incorpo-
rates the effect of the implicit regularization imposed by the parameter.
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Corollary 5. Under the Gram–Schmidt Walk design, the imbalance of any linear function
θ of the covariates is bounded by

E
[
(θ

ᵀ
X

ᵀ
z)2
]
≤
(
φλ−1G + (1− φ)ξ−2

)−1
‖θ‖2.

This bound mirrors the matrix bound in Proposition 2, in that it is a weighted harmonic
mean between λG and ξ2. At the extremes, when φ is either one or zero, the bound is λG
and ξ2, respectively. Intermediate values of φ interpolate between the two end points.

The interpolation is monotone: the bound decreases with φ. This is because λG ≥
ξ2. As above, this indicates that the imbalance for the worst-case linear function tends
to decrease as the parameter approaches zero. However, unlike the previous bound, the
bound in Corollary 5 shows that the magnitude of λG relative to ξ determines the slope
of the decrease. The eigenvalue λG is typically considerably larger than the norm ξ, so
the imbalance tends to decrease quickly with φ. To see this, let k ∈ [n] be such that
‖xk‖ = ξ = maxi∈[n]‖xi‖, and observe that

λG = max
‖θ‖≤1

n∑
i=1

〈xi,θ〉2 ≥ max
‖θ‖≤1

〈xk,θ〉2 = ‖xk‖2 = ξ2.

The gap introduced by the inequality is large as long as there is not a unit with a covariate
vector of disproportionately large norm that is nearly orthogonal to the other units. This
again highlights the effect of outliers among units. If outlying units exist, integrality of
the assignments makes it hard to balance the covariates. The fewer outliers there are, the
larger λG will be relative to ξ2, and the more balance can be achieved.

8.5 Balancing decorrelated covariates

Some experimenters prefer to normalize and decorrelate the covariates before designing
their experiments. The covariates are then transformed so their sample means are zero
and the sample covariance matrix is the identity matrix. This is sometimes called a Ma-
halanobis or whitening transformation. The interpretation of Proposition 2 is particularly
straightforward in this case because the Gram matrix of covariates is in a scaled isotropic
position: Xᵀ

X = nI. The bound thus becomes

Cov(X
ᵀ
z) �

(
φn−1 + (1− φ)ξ−2

)−1
I.

The interpolation remains monotone because ξ2 ≤ n when the covariates are decorrelated.
Indeed, as suggested by the discussion in the previous section, if there are not extreme
outliers among the units, then ξ2 is considerably smaller than n.
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Corollary 5 provides an even sharper characterization of the imbalance of linear func-
tions of the covariates in this setting. Because all eigenvalues of the Gram matrix are the
same when the covariates are decorrelated, the worst-case bound over all linear functions
coincides with the point-wise bound in Corollary 3.

Corollary 6. When the covariates are decorrelated, so that Xᵀ
X = nI, the upper bounds

on E
[
(θ

ᵀ
X

ᵀ
z)2
]
in Corollaries 3 and 5 coincide for all linear functions θ ∈ Rd:

ξ2

1− φ
θ
ᵀ
Hθ =

(
φn−1 + (1− φ)ξ−2

)−1
‖θ‖2.

The corollary shows that the imbalance bound is point-wise monotone when the covari-
ates are in isotropic position. This is in contrast to above where the bound was shown to
be monotonically decreasing for the worst-case linear function. In addition to point-wise
monotonicity, the relative decrease in the bound is the same for all functions. This prop-
erty is related to the equal percent variance reducing property discussed by Lock Morgan
& Rubin (2012).

Point-wise monotonicity does not hold for general covariate matrices. When the co-
variates are not in isotropic position, there may be functions that can be balanced only by
introducing imbalances for some other functions. This is the case when there are outliers
among the covariates as we discussed in Section 8.2. The implication is that some functions
may become less balanced as φ decreases. The reason is that the added imbalance, which
typically is small, allows for large reductions of the imbalances of other functions.

9 The balance–robustness frontier

We have shown that the Gram–Schmidt Walk design provides control over the balance–
robustness trade-off and that it provides considerably better balance than the fully random-
ized design. In this section, we ask whether there exist other designs that better navigate
the balance–robustness trade-off by providing either more balance at a given level of ro-
bustness or more robustness at a given level of balance. We find that no design will be able
to uniformly perform much better than the Gram–Schmidt Walk design, and in this sense,
the design is close to optimal.

We begin by demonstrating that achieving more covariate balance than that which
is guaranteed by Gram–Schmidt Walk design with φ = 0 is computationally intractable.
Charikar et al. (2011) prove that, given an n-by-n matrix X with ±1 entries, it is NP-hard
to determine whether

min
z∈{±1}n

‖Xᵀ
z‖2 ≥ c n2 or min

z∈{±1}n
‖Xᵀ

z‖2 = 0,
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where c > 0 is universal, but presently unspecified, constant. We compare this hardness
result to the covariate balance guarantees we prove for the Gram–Schmidt Walk design
with φ = 0. The covariate balance guarantees of Proposition 2 imply that in this case,

E
[
‖Xᵀ

z‖2
]
≤ ξ2‖Πz‖2 ≤ ξ2‖z‖2 = n2,

where the second inequality follows from the fact that projection matrices are contractive.
The final equality follows because X have ±1 entries, so all rows have norm

√
n and

ξ2 = n. Thus, improving the covariate balance by even a constant factor pushes up against
the boundary of computational tractability. This demonstrates that no computationally
feasible design can provide a significantly better guarantee on expected covariate balance
without assumptions on the structure of the covariates.

Next, we turn our attention to how the Gram–Schmidt Walk design navigates the trade-
off between robustness and covariate balance. Proposition 2 and Theorem 2 imply that for
any value of the design parameter φ ∈ [0, 1], the assignment vector z drawn from the
Gram–Schmidt Walk design satisfies the robustness and covariate balance properties

‖Cov(X
ᵀ
z)‖ ≤

(
φλ−1G + (1− φ)ξ−2

)−1
and ‖Cov(z)‖ ≤ 1/φ,

where ‖·‖ denotes the spectral norm and λG = ‖Xᵀ
X‖. There are families of covariate

matrices X for which no design can do much better. We briefly describe one such example
here and defer technical proofs and additional examples to Supplement A.

The covariate matrix in this example consists of groups of units whose covariate vectors
are identical within groups and orthogonal between groups. There are d groups, each of an
odd size k ≥ 3, so that there are n = dk units. Let v1, . . .vd be d-dimensional orthonormal
vectors. All units in the `th group have the covariate vector xi = v`. Thus, the n-by-d
covariate matrix X is obtained by stacking k copies of each of these orthonormal vectors.
For any design with Pr(zi = 1) = 1/2 for all units, we prove in Supplement A that if

‖Cov(X
ᵀ
z)‖ ≤

(
φλ−1G + (1− φ)ξ−2

)−1
then ‖Cov(z)‖ ≥ 1 + k(1− φ)

φ+ k(1− φ)
.

For values of the design parameter that are not close to zero, this demonstrates that the
Gram–Schmidt Walk design is almost tight in exploring this trade-off. To see this, consider
the value of group size k = 3 and design parameter φ = 1/2. For these values, the Gram–
Schmidt Walk design achieves the level of covariate balance ‖Cov(X

ᵀ
z)‖ ≤ 2/(λ−1G + ξ−2)

while ensuring the robustness guarantee ‖Cov(z)‖ ≤ 2. Our example shows that any design
which meets this level of balance must incur ‖Cov(z)‖ ≥ 5/4.

This example is not meant to be representative of experiments in general. Its purpose is
instead to demonstrate that the trade-off between robustness and covariate balance guar-
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anteed by the Gram–Schmidt Walk cannot be much improved without assumptions on the
covariates or the potential outcomes.

10 Characterizing the mean square error

The ultimate goal is to improve the precision of the treatment effect estimator. The fol-
lowing theorem characterizes its mean square error under the Gram–Schmidt Walk design.

Theorem 3. The mean squared error under the Gram–Schmidt Walk design is at most the
minimum of the loss function of an implicit ridge regression of the average of the potential
outcome vectors µ = (a+ b)/2 on the covariates:

E
[
(τ̂ − τ)2

]
≤ 4L

n
where L = min

β∈Rd

[
1

φn

∥∥µ−Xβ∥∥2 +
ξ2

(1− φ)n

∥∥β∥∥2].
Proof. We showed in the proof of Theorem 2 that

Cov(z) � Q =
(
φI + (1− φ)ξ−2XX

ᵀ
)−1

.

Using the expression for the mean squared error derived in Lemma 1, we write

E
[
(τ̂ − τ)2

]
=

4

n2
µ

ᵀ
Cov(z)µ ≤ 4

n2
µ

ᵀ
Qµ.

Finally, Lemma A10 in Supplement A uses the Woodbury matrix identity to show that
L = µᵀQµ/n.

The theorem refines the upper bound on mean square error presented in Theorem 2.
It demonstrates that the mean square error depends on the design parameter φ and the
degree to which the covariates are predictive of the potential outcomes. The predictiveness
is captured by L. This is the optimal value of the loss function of a ridge regression of the
potential outcomes on the covariates using ξ2φ/(1 − φ) as the regularization parameter.
The loss is scaled by the inverse of the design parameter to highlight the weighting between
the terms.

The first term of the loss L captures how well a linear function β predicts the potential
outcomes using the covariates. This term can be made small if the potential outcome vector
is close to the span of the covariates. The second term captures the magnitude of the linear
function. The factor ξ2 puts this magnitude on a neutral scale so that the optimum is not
affected by a rescaling of the covariates. The design parameter φ determines the trade-off
between the two terms, assigning more focus to either finding a function that predicts the
outcomes well or one that is of small magnitude.
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The bound provides a deeper understanding of the behavior of the design. As φ → 0,
the design prioritizes covariate balance. This is reflected in the loss L by the convergence
of the optimal function β to the best linear predictor. However, a design with such an
extreme focus on covariate balance would not be robust. The bound also reflects this:
unless the covariates are perfectly predictive of the potential outcomes, the bound grows
without limit as φ approaches zero.

We concluded in the previous section that the design achieves more balance on covari-
ates that are not outliers, by which we mean covariates with small leverage scores with
respect to the regularized hat matrix H . Theorem 3 provides some intuition for this be-
havior. If a non-outlying covariate is strongly predictive of the potential outcomes, we may
shift the loading in β of that covariate to other covariates without large costs in terms of
predictiveness. However, a similar shift for an outlying covariate will result in considerably
worse predictions because there are no other covariates that can act as substitutes. The
bound captures this with the penalty in the second term. In the first example, the shift of
the covariate loadings will make ‖β‖ small without making the first term much larger. In
the second example, the only way to make ‖β‖ small is to make the first term large.

Another way to see this is to interpret the second term of the loss L is as a complexity
penalty. If the magnitude of a function β is large relative to the magnitudes of the potential
outcomes and covariates, then it can exploit weak associations that a simpler function
would not be able to pick up. In this sense, the design implicitly balances linear functions
of the covariates that are not too complex. The implication is that it performs well when
the potential outcomes can be approximated by a relative simple linear function of the
covariates.

The bound also helps us understand when the design is expected to perform poorly.
Theorem 2 demonstrated that the worst-case mean square error is 4M/φn. Theorem 3
shows that this worst-case occurs when L = M/φ = ‖µ‖2/φn. By inspecting the definition
of L, we see that this is when the minimizer of the loss is β = 0. In other words, the
worst-case is when the potential outcome vector is in the orthogonal complement of the
covariate span so that the covariates are completely unpredictive.

We can relate the performance of the design to the performance of the minimax design.
We showed in Section 3.2 that the mean square error for the minimax design is 4M/n.
Using the bound in Theorem 3, the relative precision is bounded by L/M . When scaled
by φ to produce φL/M ∈ (0, 1], the quantity can interpreted as a type of goodness-of-fit
measure for the ridge regression similar to the coefficient of determination, often denoted
R2. When this measure is close to zero, the potential outcomes can be well-approximated
by a simple linear function. The design is guaranteed to outperform the minimax design
when this measure is smaller than φ, which happens exactly when L is smaller than M .
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11 Tail bounds and confidence statements

11.1 Sharpened tail bound

The previous sections examined the behavior of the design and the estimator in a mean
square sense. In this section, we extend the investigation to tail behavior. This provides an
alternative and often sharper description of the properties of the design, and it facilitates
an interval estimator of the average treatment effect with known coverage properties in
finite samples.

Bansal et al. (2019) used the martingale inequality of Freedman (1975) to show that
the Gram–Schmidt Walk algorithm produces assignments such that Bz is a subgaussian
random vector with variance parameter σ2 ≤ 40. This result allows us to investigate the
behavior of the design in terms tail probabilities. The concern is that tail bounds based
on σ2 = 40 will generally be too loose to be useful in a statistical context. Unless we
are interested in the extreme ends of the tails, Chebyshev’s inequality based on the mean
square error results in Section 10 will generally be more informative.

A key contribution of this paper is to strengthen the analysis of the tail behavior of
the Gram–Schmidt Walk algorithm. We develop a new proof technique for establishing
martingale concentration that allows us to obtain a tight upper bound on the subgaussian
variance parameter.

Theorem 4. Under the Gram–Schmidt Walk design, the vector Bz is subgaussian with
variance parameter σ2 = 1:

E
[
exp
(
〈Bz,v〉

)]
≤ exp

(
‖v‖2/2

)
for all v ∈ Rn+d.

Sketch of Proof. Recall the projection matrix P = B
(
B

ᵀ
B
)−1
B

ᵀ from Theorem 1. Be-
cause projection is a contractive operator, we have

exp
(
‖Pv‖2/2

)
≤ exp

(
‖v‖2/2

)
for all v ∈ Rn+d.

Therefore, to prove the theorem, it suffices to show that

E

[
exp
(
〈Bz,v〉 − ‖Pv‖2/2

)]
≤ 1.

Following the proof of Theorem 1, we decompose the assignment vector into its fractional
updates and then group them according to pivot phases,

〈Bz,v〉 =
T∑
t=1

δt〈But,v〉 =
n∑
i=1

∑
t∈Si

δt〈But,v〉.
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Similarly, we decompose the projection P into the mutually orthogonal projections given
by each pivot phase:

‖Pv‖2 =

∥∥∥∥ n∑
i=1

P iv

∥∥∥∥2 =
n∑
i=1

‖P iv‖2,

where, as in the proof of Theorem 1, P i denotes the projection matrix onto the subspace
corresponding to pivot phase i that contains the updates {But : t ∈ Si}.

We consider the difference Di between the two decompositions separately for each po-
tential pivot unit i:

Di =
∑
t∈Si

δt〈But,v〉 − ‖P iv‖2/2.

This allows us to write

E

[
exp
(
〈Bz,v〉 − ‖Pv‖2/2

)]
= E

[
exp

( n∑
i=1

Di

)]
= E

[
n∏
i=1

exp(Di)

]
.

If a unit is never chosen as the pivot, the corresponding pivot phase is empty and Di = 0.
We can therefore restrict the product to the units which at some point are pivots. For
notational convenience in this proof sketch, suppose that the pivot units are 1, 2, . . . , r and
they are chosen as pivots in this order. We then have

E

[
n∏
i=1

exp(Di)

]
= E

[
r∏
i=1

exp(Di)

]
.

Consider a pivot unit i, where 1 ≤ i ≤ r. Let ∆i denote all random decisions made by
the algorithm up to and including when i is chosen as the pivot. This includes all randomly
chosen step sizes in the pivot phases 1, . . . , i − 1, but not the step sizes in phases i, . . . , r.
The key part of the argument, which we prove in Supplement A, is that

E
[
exp(Di)

∣∣∆i

]
≤ 1.

This follows from the choice of the step sizes, the fact that a unit remains a pivot until it
is assigned an integral assignment, and the fact that each column of B has norm at most
one.

We can now prove the inequality by backward induction. Because ∆r includes all
random decisions before unit r was selected as pivot, the quantities D1, . . . , Dr−1 are not
random conditional on ∆r. Using the law of iterated expectation, we can write

E

[
r∏
i=1

exp(Di)

]
= E

[
E
[
exp(Dr)

∣∣∆r

] r−1∏
i=1

exp(Di)

]
≤ E

[
r−1∏
i=1

exp(Di)

]
.
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The proof is completed by induction over the remaining r − 1 pivot phases.

The central step in the proof is bounding the conditional expectation of the exponential
quantity during a pivot phase. Previous proof techniques bound this quantity through
Taylor series approximations, which necessarily incur a loss in approximation and result
in overly conservative subgaussian constants. In contrast, our proof analyzes the expected
exponential quantity directly by carefully considering the choice of step size and another
backwards induction argument. In this way, we can obtain σ2 = 1, which is tight. This
proof technique may be of independent interest for studying martingale concentration more
generally.

Theorem 4 shows that linear functions of the augmented covariates are well concen-
trated. Because the augmented covariates contain the original covariates, this implies
concentration of the imbalance of any linear function of the covariates. This concentration
becomes tighter as the design parameter φ decreases. The proof of this is analogous to the
derivation of the covariate balance results in Section 8 using Theorem 1. However, in the
interest of space, our focus in the rest of the section is concentration of the estimator and
the construction of confidence intervals.

11.2 Confidence intervals

The sharpened tail bound allows us to show that the Horvitz–Thompson estimator is
subgaussian as well. This yields an interval estimator for the average treatment effect.
The following proposition and corollary provide the details.

Proposition 3. Under the Gram–Schmidt Walk design, the mass of the tails of the sampling
distribution of the Horvitz–Thompson estimator is bounded by

Pr
(
|τ̂ − τ | ≥ γ

)
≤ 2 exp

(
−γ2n

8L

)
for all γ > 0.

Proof. We prove the bound for the upper tail. The proof for the lower tail is identical. For
any t > 0, we have

Pr
(
τ̂ − τ ≥ γ

)
≤ exp(−tγ) E

[
exp
(
t(τ̂ − τ)

)]
.

This can be shown either as a consequence of Markov’s inequality or from the exponential
inequality 1[x ≥ 0] ≤ exp(tx).

Lemma A1 in Supplement A shows that τ̂ − τ = 2n−1〈z,µ〉. The columns of B are
linearly independent by construction, so we can define a vector v = 2tn−1B

(
B

ᵀ
B
)−1
µ.

This allows us to write

E
[
exp
(
t(τ̂ − τ)

)]
= E

[
exp
(
2tn−1〈z,µ〉

)]
= E

[
exp
(
〈Bz,v〉

)]
.
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Theorem 4 upper bounds the right-hand side by exp(‖v‖2/2). For the current choice of v,
the squared norm simplifies to

‖v‖2 =
4t2

n2
µ

ᵀ(
B

ᵀ
B
)−1
µ =

4t2L

n
,

where the final equality follows from Lemma A10 in Supplement A. Taken together, we
obtain

Pr
(
τ̂ − τ ≥ γ

)
≤ exp

(
2t2L

n
− tγ

)
.

The proof is completed by setting t = γn/4L.

Corollary 7. The random interval centered at τ̂ with radius γα =
√

8 log(2/α)L/n is a
valid (1− α)-confidence interval:

Pr
(
τ̂ − γα ≤ τ ≤ τ̂ + γα

)
≥ 1− α.

The corollary illustrates the usefulness of the sharpened tail bound in Theorem 4. Con-
fidence intervals based on the tail bound in Bansal et al. (2019) would be

√
40 ≈ 6.3 times

wider than the intervals in Corollary 7.
A comparison between the intervals in Corollary 7 and conventional intervals is more

intricate. One aspect is that our intervals do not rely on asymptotic approximations. This
makes them particularly useful in experiments with small samples because large sample
approximations may then not be appropriate. However, this comes at the cost of poten-
tially wider intervals. For example, a common approach is to approximate the sampling
distribution with a normal distribution. Using the variance bound in Theorem 3, such an
approach would suggest intervals with radius Φ−1

(
1− α/2

)√
4L/n where Φ−1 : [0, 1]→ R

is the quantile function of the standard normal deviate. Hence, for confidence levels 95%

and 99%, the intervals in Corollary 7 would be about 1.39 and 1.26 times wider than those
based on a normal approximation.

It remains an open question whether the sampling distribution of the Horvitz–Thompson
estimator approaches a normal distribution under the Gram–Schmidt Walk design. Li et al.
(2018) show that rerandomization does not yield estimators that are asymptotically normal.
The Gram–Schmidt Walk design resembles rerandomization in some aspects, but it does
not truncate the distribution of the design in the way rerandomization does. Based on our
simulation results, we conjecture that the estimator is asymptotically normal under the
design. However, until this has been shown formally, experimenters should show caution
using a normal approximation even when the number of units is large.

Another aspect to consider is that intervals in Corollary 7 are implicitly based on the
variance bound 4L/n in Theorem 3. It is common that confidence intervals for causal
quantities are based on variance bounds, but the purpose of those bounds is different from
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the purpose of the variance bound here. In particular, as we discuss in the next section,
the conventional variance bounds address the fact that we cannot simultaneously observe
all potential outcomes, so we cannot construct an unbiased estimator of the variance. The
variance bound in Theorem 3 instead concerns the predictiveness of the covariates with
respect to the potential outcomes.

As an illustration, consider confidence intervals based on Chebyshev’s inequality. Us-
ing the variance bound in Theorem 3, this inequality would suggest intervals with radius√

4L/αn. For confidence levels 95% and 99%, these intervals are about 1.6 and 3.1 times
wider, respectively, than the intervals in Corollary 7. However, Chebyshev’s inequality
holds for the variance of the estimator, so we do not need to use the variance bound in
Theorem 3. Because the bound in Theorem 3 sometimes is quite loose, confidence intervals
based on Chebyshev’s inequality using the variance could be narrower than the intervals in
Corollary 7. That is, Var(τ̂)/α may be smaller than 8 log(2/α)L/n because 4L/n may be
considerably larger than Var(τ̂).

It is when the design parameter φ is close to zero that the variance bound in Theorem 3
tends to be loose. For this reason, the confidence intervals we describe here are primarily
useful when experimenters prioritize robustness and have small samples.

11.3 An estimator of the ridge loss

The ridge loss L in Theorem 3 is not known because it depends on µ. This vector is
unobserved even after the experiment is conducted. To construct the confidence intervals
in Corollary 7, we need an estimator of L.

Recall that we can write the ridge loss as a quadratic form:

L =
1

n
µ

ᵀ
Qµ where Q =

(
B

ᵀ
B
)−1

=
(
φI + (1− φ)ξ−2XX

ᵀ
)−1

.

The matrix Q is known, so the elements of µ are the only unknown quantities. Using the
construction of µ = (a+ b)/2, we can decompose the scaled ridge loss as

4nL = 4µ
ᵀ
Qµ = a

ᵀ
Qa+ b

ᵀ
Qb+ 2a

ᵀ
Qb.

We obtain an estimator of the loss if we can estimate the constituent terms of this expres-
sion. This can be achieved as long as each term is observed with a positive probability.

There are three types of terms. The first type corresponds to the diagonals ofQ in aᵀQa

and bᵀQb. These terms are of the forms qiia2i or qiib2i where qij denotes the representative
element of Q. Corollary 1 ensures that these quantities are observed with probabilities of
one half, so they can be estimated. The second type are the off-diagonal terms, which are
of the forms qijaiaj, qijbibj and qijaibj. The following lemma ensures that these quantities
are observed with positive probabilities.
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Lemma 4. The second-order assignment probabilities are bounded away from zero under
the Gram–Schmidt Walk design for all pairs of units and all treatments:

Pr
(
(zi, zj) = v

)
>

1

4n
min

{
φ,

φ2

1− φ

}
for all i 6= j and all v ∈ {±1}2.

Lemma 4 is a worst-case bound uniformly over all pairs of units, ensuring that the
estimator we construct is always well-defined. The second-order assignment probabilities
will generally be further away from zero than what is indicated by the bound. Lemma A16
in Supplement A describes one such setting.

The third type of term comes from the diagonals of Q in aᵀQb, which are of the form
qiiaibi. These quantities are never observed because a unit cannot be assigned to two
different treatments simultaneously (Neyman, 1923; Holland, 1986). Following Aronow &
Samii (2017), we use Young’s inequality for products to construct an upper bound:

2a
ᵀ

diag(Q)b ≤ aᵀ
diag(Q)a+ b

ᵀ
diag(Q)b,

where diag(Q) denotes a diagonal matrix that is equal to the diagonal in Q. This allows
us to bound the ridge loss by a quantity that does not involve the problematic terms:

4nL ≤ aᵀ[
Q+ diag(Q)

]
a+ b

ᵀ[
Q+ diag(Q)

]
b+ 2a

ᵀ[
Q− diag(Q)

]
b.

A Horvitz–Thompson-type estimator can now be used to estimate the constituent terms.
In particular, construct a random matrix Q̂ such that its representative element is

q̂ij =

{
qii if i = j,

qij/
(
1 + zizj E[zizj]

)
otherwise,

where qij denotes the representative element of Q. The ridge loss can then be estimated
by

L̂ =
1

n
y
ᵀ
Q̂y.

Proposition 4. The ridge loss estimator is conservative in expectation: E[L̂] ≥ L.

Conservativeness ensures that the estimator, in expectation, underestimates the pre-
cision of the point estimator, resulting in overly wide confidence intervals. An unbiased
estimator is in general not possible because we never observe both potential outcomes of
a unit simultaneously. Experimenters tend to prefer pessimistic confidence intervals over
unduly optimistic ones, which Proposition 4 ensures. However, the proposition does not
ensure that the estimator is larger than the true ridge loss for any specific assignment.

The matrix Q̂ is in principle observed, but its construction may be computationally
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challenging in experiments with large samples. The first challenge is the construction of
Q. A straightforward way to compute this matrix is simply to invert the matrix Bᵀ

B.
However, this will often require considerably more computational resources than sampling
assignments from the design. In Supplement B, we provide an algorithm to compute Q
that has the same time and space complexity as the design itself.

The second challenge is to derive the expectations E[zizj]. The design does not provide
direct control over the cross-moments of the assignment vector, and these moments gener-
ally depend on the covariates in intricate ways. We may, however, estimate the expectations
to an arbitrary precision by repeatedly sampling from the design (Fattorini, 2006; Aronow
& Samii, 2017). The average of zzᵀ over these repeated samples provides an estimate of
E[zzᵀ]. With a small or moderate number of units, we can draw enough assignments to
estimate the entries of E[zzᵀ] with high accuracy. It may, however, be computationally
infeasible to draw a large number of assignment vectors when n is large.

In Supplement A, we derive an alternative estimator of L based on the empirical ridge
loss for the realized assignments. This estimator does not depend on E[zzᵀ], and it thereby
avoids the need for Monte Carlo estimation. The alternative estimator may underestimate
L because the empirical ridge loss will be systematically lower than the population loss.
This is, however, typically not an important concern when number of units is large.

12 Computational properties

The structure of the augmented covariates allow us to construct a customized implemen-
tation of the Gram–Schmidt Walk algorithm that is considerably faster than a general im-
plementation. Supplement B describes this implementation and proves its computational
properties. The results are summarized here.

Lemma 5. The Gram–Schmidt Walk terminates after at most n iterations.

Proof. The step direction is selected under the condition that the coordinates of units
with integral assignments are zero. As a consequence, once a unit is assigned an integral
assignment, it keeps that assignment. Furthermore, the candidate step sizes are selected
so that at least one fractional assignment is updated to be integral at every iteration. The
implication is that the number of units with integral assignments grows by at least one per
iteration.

The lemma itself does not imply that the algorithm terminates quickly because each
iteration may be slow to complete. The main bottleneck here is the computation of the
step direction. This is a least squares problem, so the solution can be obtained by solving
a system of linear equations. The number of equations is on the order of the number
of units. However, the structure of the augmented covariates allows us to reduce the
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problem to a linear system with d equations followed by a matrix–vector multiplication.
This greatly reduces the run time when the number of covariates is fewer than the number
of units: d < n. We obtain additional computational improvements by maintaining a
matrix factorization for repeated linear system solves. Together, the techniques allow us
to complete each iteration using O(dn) operations. Combined with Lemma 5, this yields
the following proposition.

Proposition 5. Assignments from the Gram–Schmidt Walk design can be sampled using
O(dn2) arithmetic operations and O(d2 + n) additional storage.

The proposition tells us that sampling an assignment from the design requires roughly
the same computational resources as computing all pairwise inner products between all
covariate vectors x1, . . . ,xn. These products are, for example, used to derive Euclidean
distances between the vectors. The run time of the Gram–Schmidt Walk design is therefore
on the same order as a greedy implementation of the matched pair design.

13 Extensions

13.1 Non-uniform assignment probabilities

The Gram–Schmidt Walk design can be extended to allow arbitrary assignment probabili-
ties. We achieve this by changing the initial fractional assignments of the algorithm. The
experimenter provides a parameter vector π = (π1, . . . , πn) ∈ (0, 1)n specifying the desired
first-order assignment probability for each unit. The first step of the algorithm in Section 4
is then modified so that z1 ← 2π − 1. The following corollary is a direct consequence of
the martingale property of the fractional updates, in the same fashion as Corollary 1.

Corollary 8. Under the non-uniform Gram–Schmidt Walk design,

Pr(zi = 1) = πi for all i ∈ [n].

The properties of the original version of the design can be extended to the non-uniform
version. To do so, we need to redefine the potential outcome vectors as

ã =

(
a1
2π1

, . . . ,
an
2πn

)
and b̃ =

(
b1

2(1− π1)
, . . . ,

bn
2(1− πn)

)
.

These are the original potential outcome vectors except that each coordinate is weighted
by the probability that the potential outcome is observed. If π = 0.5× 1, then ã = a and
b̃ = b, which replicates the uniform version of the design. The mean square error of the
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Horvitz–Thompson estimator can now be expressed as

E
[
(τ̂ − τ)2

]
=

4

n2
µ̃

ᵀ
Cov(z)µ̃ where µ̃ =

ã+ b̃

2
.

The expression extends Lemma 1 to any experimental design with non-deterministic
assignments. As a consequence, the spectral interpretation in Section 3.2 is valid also for
non-uniform designs if one substitutes µ̃ for µ. We show in Supplement A that Theorems 1
and 4 hold for the non-uniform version of the design, so all properties that follow from these
theorems also apply to the extended version when µ̃ is substituted for µ.

13.2 Fixed treatment group sizes

The Gram–Schmidt Walk design does not fix the size of the treatment groups. It tends
to balance the group sizes if the covariates include a constant, because balancing such a
covariate is the same as balancing the group sizes. However, this only stabilizes the group
sizes, and the number of treated units is still random. The design can be extended to
strictly enforce a desired number of treated units.

The group-balanced Gram–Schmidt Walk design is obtained by changing the construc-
tion of the step direction. In Step 3c of the algorithm in Section 4, the direction ut was
selected from the set U . This set contained all vectors satisfying the constraints for the
pivot unit and the units with integral assignments. For this extension, we add the con-
straint that the sum of the coordinates of the step direction is zero. That is, we impose
〈1,u〉 = 0 for all vectors u ∈ U . One exception is when only one unit remains with a
fractional assignment, in which case the step direction is the corresponding standard basis
vector.

The modification ensures that the number of treated units n+ =
∑n

i=1 1[zi = 1] is as
close as possible the expected number of treated units E[n+] =

∑n
i=1 πi.

Proposition 6. With probability one under the group-balanced Gram–Schmidt Walk design,∣∣n+ − E[n+]
∣∣ < 1.

If E[n+] is an integer, then n+ = E[n+] with probability one.

We describe an efficient implementation of this version of the Gram–Schmidt Walk
design in Supplement B. The computational requirements are roughly the same as the
original version, as both the time and space complexities are unchanged. However, the
modification breaks certain orthogonality properties of the iterative updates, so the analysis
in Sections 6 and 11 does not apply. The simulation study in the next section indicates
that the behavior of the extended version is close to the original version.
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The main reason for fixing the group sizes is that the estimator becomes invariant to
constant shifts in the potential outcomes. Experimenters often find this a desirable property
because the average treatment effect is itself invariant to such shifts. In terms of the spectral
interpretation in Section 3.2, fixing the group sizes results in a covariance matrix with the
vector of ones as an eigenvector for which the corresponding eigenvalue is zero. Such a
covariance matrix can only be achieved by increasing the remaining eigenvalues, and thus
potentially making the worst-case precision worse. This is a cost one might be willing to
accept if the potential outcomes are known to be aligned with the vector of ones.

14 Numerical illustration

To illustrate and complement the theoretical results, we conduct a simulation study of the
Gram–Schmidt Walk design and a set of comparison designs.

The simulations are based on data from an experiment by Groh & McKenzie (2016).
The experiment investigates how insurance against macroeconomic shocks affects microen-
terprises in Egypt. The sample consisted of 2961 enterprises that were clients of Egypt’s
largest microfinance institution. The authors offered the insurance to a randomly selected
subset of the enterprises, using a combination of stratification and the matched pair design.
After three to seven months, they measured various outcomes and estimated the treatment
effects by comparing the two treatment groups. The estimates indicate that the insurance
had little impact on the enterprises.

Our aim here is not to recreate the exact empirical setting in the original experiment.
This is generally not possible because we never observe all potential outcomes. The purpose
is instead to use the data from Groh & McKenzie (2016) to create a plausible empirical
setting. We create three samples from the original data set. Respectively, they contain the
30, 296 and 2960 first observations according to the original order of the data. All samples
contain an even number of observations because some of the comparison designs require
modifications to accommodate an odd number. In the interest of space, we present only
the results for the sample with 296 observations in the main paper. The results from the
other two samples are presented in Supplement C.

The covariates we will seek to balance are the 14 covariates that Groh and McKenzie
use in their matched paired design. However, two of these covariates are almost collinear.
They are indicator variables of missingness of two other covariates, and we collapse them
into a single covariate using disjunction. The covariates are decorrelated before treatment
assignment so that they are in scaled isotropic position: Xᵀ

X = nI.
We include the following experimental designs in the simulation study:

1. The fully randomized design, in which the treatments are assigned independently.
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2. The group-balanced randomization design, in which each treatment group is ensured
to contain exactly half of the units.

3. The matched pair design using the network flow algorithm by Greevy et al. (2004) to
construct optimal pairs.

4. The essentially non-random design by Bertsimas et al. (2015), which we abbreviate
as BJK. This design finds the most balanced assignment according to an intricate
balance objective. The only randomness is a sign flip of the assignment vector. The
design is specified by a parameter which determines the trade-off between the first
and second moments of the covariate imbalances. We set this parameter to ρ = 0.5,
which is the value chosen by Bertsimas et al. (2015) in their application and the
default value in their implementation of the design.

5. The design by Krieger et al. (2019), abbreviated KAK, that makes local swaps in a
randomly generated assignment vector until a local imbalance minimum is reached.

6. The rerandomization procedure described by Lock Morgan & Rubin (2012) and Li
et al. (2018). We use four different acceptance criteria. These are, respectively, that
the imbalance of an acceptable assignment is at most a fraction of 0.5, 0.2, 0.15 or 0.1

of the expected imbalance under the fully randomized design as measured by squared
norm. The criteria correspond to acceptance rates of about 6.8%, 0.08%, 0.02% and
0.001% of the candidate assignments drawn from the group-balanced design.

7. The Gram–Schmidt Walk design as presented in Section 4. We set the parameter φ to
five values ranging from focusing mostly on balance to focusing mostly on robustness:
0.01, 0.1, 0.5, 0.9 and 0.99.

8. The group-balanced version of the Gram–Schmidt Walk design presented in Sec-
tion 13.2, using the same parameter values as for the unbalanced version.

Table 1 presents the results based on one million draws from each design. The first
column, denoted λz, is the largest eigenvalue of the covariance matrix Cov(z). This quantity
captures the robustness of the design. Monte Carlo estimates of largest eigenvalues of the
covariance matrices are generally less precise than corresponding estimates of particular
values of the quadratic form determined by the covariance matrix. This is the reason
for the large number of Monte Carlo replicates in our simulation study. The one million
replicates should give sufficient precision to make the estimates informative. We note,
however, that the eigenvalue is known to be 1, 1.003 and 2, respectively, for the first three
designs, indicating that we slightly overestimate the values.

We see that the BJK design affords no robustness with a maximum eigenvalue of 296,
which is the largest possible value. This tells us that the mean square error under this
design could be 296 times greater than under the fully randomized design. The remaining
designs have values in the interval [1, 2]. For rerandomization and the Gram–Schmidt Walk
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Table 1: Robustness, balance and precision under various designs when n = 296

Covariate balance Root mean square error
Design λz λX X 1 A B C D
Fully random 1.03 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Group-balanced 1.04 1.00 1.00 0.00 0.94 0.71 1.00 1.00
Matched pairs 2.05 0.42 0.18 0.00 0.95 0.54 1.08 0.37
BJK 296.00 11.01 0.85 0.00 1.15 0.14 2.72 0.26
KAK 1.63 0.08 0.01 0.00 0.93 0.55 1.28 0.05
Rerand 0.50 1.26 0.43 0.41 0.00 0.94 0.62 1.12 0.64
Rerand 0.20 1.45 0.17 0.17 0.00 0.93 0.58 1.20 0.41
Rerand 0.15 1.49 0.13 0.13 0.00 0.93 0.57 1.22 0.36
Rerand 0.10 1.54 0.09 0.09 0.00 0.93 0.57 1.24 0.29
GSW 0.99 1.03 0.98 0.98 0.97 1.00 0.99 1.00 0.99
GSW 0.90 1.08 0.81 0.79 0.78 0.99 0.92 1.03 0.89
GSW 0.50 1.30 0.33 0.29 0.29 0.95 0.71 1.14 0.54
GSW 0.10 1.50 0.08 0.05 0.05 0.94 0.58 1.22 0.23
GSW 0.01 1.58 0.03 0.02 0.02 0.93 0.57 1.26 0.14
BGSW 0.99 1.04 0.98 0.98 0.00 0.94 0.70 1.01 0.99
BGSW 0.90 1.08 0.81 0.79 0.00 0.94 0.68 1.04 0.89
BGSW 0.50 1.30 0.33 0.29 0.00 0.94 0.60 1.14 0.54
BGSW 0.10 1.50 0.08 0.05 0.00 0.93 0.56 1.22 0.23
BGSW 0.01 1.58 0.04 0.02 0.00 0.93 0.56 1.26 0.15

design, the level of balance achieved depends on the acceptance criteria and parameter
values. As we expect from the discussion in Section 3.2, the largest eigenvalue increases as
more balance is sought. The eigenvalue for the Gram–Schmidt Walk design is considerably
smaller than 1/φ, which is the guaranteed level of robustness given by Theorem 2. This
highlights that the guarantee is the worst-case over all possible covariates.

The second column, denoted λX , is the maximum eigenvalue of the covariance matrix
Cov(X

ᵀ
z). This captures the level balance for the worst-case linear function the covariates.

Unlike the metric in the first column, the maximum eigenvalue of the covariance matrix
Cov(X

ᵀ
z) does not have a natural scale. We therefore present this metric relative to

the fully randomized design in the first row. All designs that aim to balance the covariates
yield smaller eigenvalues than the benchmark design. The one exception is the BJK design,
which focus on a heuristic balance metric that includes both first and second moments of the
covariate distributions. As a result, the design could potentially balance some non-linear
functions better than the other designs, at the cost of less balance on linear functions as
indicated by this column.

The third column, denoted X, is the mean square norm of the vector of covariate
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difference between the treatment groups: E[‖Xᵀ
z‖2]. These results largely mirror the

results for the maximum eigenvalue of the covariance matrix Cov(X
ᵀ
z) in the previous

column. The main difference is the BJK design performs better here than for the eigenvalue,
indicating that it is better at inducing balance on the first moments of the covariates than
on the worst-case linear function.

The fourth column, denoted 1, is the mean square size difference of the treatment
groups:

E
[(
|Z+| − |Z−|

)2]
= E

[
〈1, z〉2

]
.

Most of the designs balance the treatment groups by construction, and this measure is then
zero. The exceptions are the fully randomized design and the unbalanced version of the
Gram–Schmidt Walk design.

The final four columns, denoted with letters A–D, are the root mean square error of
the Horvitz–Thompson estimator for four different outcomes. The mean square error of
the estimator depends on the potential outcomes solely through the vector µ = (a+ b)/2.
Hence, the existence of a treatment effect does not matter for these results, so for all four
sets of outcomes, we set ai = bi for all units i ∈ [n]. However, the outcomes generally
differ between units, so that ai 6= aj. We investigate the difference-in-means estimator and
the regression estimator by Lin (2013) in Supplement C. The behavior of these estimators
depend on existence of a treatment effects, and we include outcomes with heterogeneous
treatment effects in that analysis.

The four outcomes are:

A. An outcome from the original study, namely whether the enterprises have hired a new
worker after treatment assignment. We remove the estimated treatment effect from
units that were treated in the original study. This is in an effort to remove most of
any treatment effect in the original study. The purpose of this approach is, however,
not to recreate the true potential outcomes. That would require a constant treatment
effect assumption, which we have no reason to believe that it holds. The purpose is
instead to create potential outcomes that are empirically plausible. The covariates
are not particularly informative of this outcome. The coefficient of determination
(R2) is 0.065.

B. Another outcome from the original study, namely the profits of the enterprises after
treatment assignment. We remove the estimated treatment effect from the originally
treated units in the same way as for the previous outcome. Two of the covariates are
the enterprises’ profits at baseline before treatment assignment, so the covariates are
highly predictive of this outcome. The coefficient of determination is 0.419.

C. An artificially generated outcome to represent a worst-case scenario. We generate
the outcome based on the largest eigenvectors of five of the designs in the study:
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the matched pair design, the BJK design, the KAK design, rerandomization with
criterion 0.10 and the Gram–Schmidt Walk design with φ = 0.01. In particular, the
outcome vector is the largest eigenvector of the sum of the outer products of the
eigenvectors from the five designs. These designs are strongly tilted towards seeking
covariate balance, and they are subsequently some of the least robust designs in the
study. By construction, the covariates are almost completely uninformative of this
potential outcome. The coefficient of determination is less than 0.001.

D. An artificially generated outcome to represent a setting where the covariates are
perfectly predictive of the potential outcomes. The potential outcomes for each unit
is the sum of its covariates: ai = bi = 〈1,xi〉. The coefficient of determination is 1.0.

The root mean square error of the first and third outcomes are similar for all designs.
These are the outcomes for which the covariates are not predictive, so we expect only small
improvements over the fully randomized design. The covariates are somewhat predictive of
the first outcome, and we see some improvements in precision. The group-balanced design
is one of the best performing designs here, indicating that the outcome is aligned with the
vector of ones. The third outcome is a type of communal worst case by construction. All
designs yield less precision than the fully randomized design, and designs that put more
emphasis on balance tend to perform worse. The BJK design is a notable outlier here with
a root mean square error almost three times as high as the fully randomized design. This
is a consequence of the high risk–high reward strategy that this design implicitly adopts.
Note that this root mean square error is still far from the design’s worst-case precision,
which is

√
296 = 17.2 times higher than the fully randomized design.

The second and fourth outcomes demonstrate that we can achieve considerable im-
provement over the fully randomized design if the covariates are predictive of the potential
outcomes. As a general pattern, the more the designs balance the covariates, the more pre-
cise the estimator is for these outcomes. For the second outcome, the BJK design stands
out with a root mean square error of almost one tenth of the benchmark design. This is,
again, a consequence of its high risk–high reward strategy. It also indicates that at least
one of the non-linear functions that the BJK design implicitly targets is more predictive
than the linear functions the other designs target. For the fourth outcome, the designs
that target linear functions give the most precise estimates. This is expected given that
the outcome is generated so that the covariates are perfectly linearly predictive.

In Supplement C, we report coverage probabilities and widths of the confidence intervals
discussed in Section 11. The confidence intervals in Corollary 7, which were based on
the sharpened subgaussian tail bounds, covers the true average treatment effect with a
probability that exceeds the nominal level for all three sample sizes and all outcomes. This
is expected given that the intervals do not use large sample approximations and are therefore
valid in finite samples. Perhaps less expected is that the same holds already with 296 units
for the confidence intervals based on a normal approximation. This is an indication that
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the sampling distribution of the estimator may converge to a normal distribution under the
Gram–Schmidt Walk design. The relative width of the confidence intervals in Corollary 7
depends on the choice of the design parameter φ. For small values of φ, the intervals
are considerably wider than even the intervals based on Chebyshev’s inequality, and they
are then unlikely to be useful in practice. For values φ ≥ 0.5, the intervals are markedly
narrower than those based on Chebyshev’s inequality, but as expected, they are still wider
than those based on a normal approximation.

15 Practical considerations and recommendations

It is beyond the scope of the paper to investigate which covariates should be balanced
and how the balance–robustness trade-off should be resolved. These questions can only be
answered by an experimenter’s preferences and substantive knowledge about the empirical
setting. The general approach should be to prioritize balance over robustness in settings
where the covariates are suspected to be predictive. Experimenters may therefore want
to set the parameter φ to a lower value when they have high-quality covariates, such as
a baseline measure of the outcome variable. However, the exchange rate between balance
and robustness becomes worse as φ decreases. For example, Theorem 3 tells us that going
from φ = 0.1 to φ = 0.01 yields an improvement in the bound on the mean square error
of about 10% in the best-case scenario where the covariates are perfectly predictive of the
potential outcomes. However, the theorem also tells us that the change could make the
mean square error ten times as large in the worse-case scenario where the covariates are
completely unpredictive. Experimenters should therefore be careful setting the parameter
too low.

Experimenters should also consider transforming the covariates to make them as linearly
predictive as possible relative to their dimensions. This could include removing or down-
weighting covariates which are suspected not to be predictive and including higher-order
terms and interactions if they are believed to be prognostically important. Experimenters
should avoid covariates that are on very different scales, unless the scaling reflect the predic-
tiveness of the covariates, because the design will put disproportionally much effort towards
balancing covariates on large scales. It may therefore sometimes be useful to normalize or
decorrelate the covariates prior to the design phase. By the same token, experimenters
should generally avoid including covariates not believed to be predictive because the de-
sign will attempt to balance these uninformative covariates at the expense of important
covariates. In some cases, experimenters do not know which covariates are prognostically
important, and they may therefore want to seek balance on a large set of them. The
Gram–Schmidt Walk design can accommodate this, but the balance on each covariate will
naturally be worse than in a setting where a small group of covariates is targeted.

While we hope experimenters will find the Gram–Schmidt Walk design useful in practice,

45



many of the insights in the paper are applicable even if they prefer to use other designs.
We suspect the most useful of these insights is the spectral interpretation in Section 3.
It is not always necessary to investigate the covariance matrix of the assignment vector
analytically as we have done in this paper. As long as it is possible to repeatedly sample
from a design before the experiment is conducted, one can use the Monte Carlo method
to estimate the covariance matrix to arbitrary precision. This allows experimenters to
inspect the eigensystem of the matrix before conducting an experiment, and to examine
how the design will perform for various potential outcomes. For example, experimenters
may investigate a design’s worst-case precision by estimating the maximum eigenvalue of
the covariance matrix. This could help experimenters make more informed decisions when
designing their experiments because they can choose between many possible designs with
known properties.

One approach we suspect experimenters will find particularly useful is hybrid designs
that combine components of other designs. When carefully combined, such hybrids inherit
the balancing properties of its parent designs without sacrificing too much robustness.
However, the hybrids are often harder to investigate analytically, so an estimated eigen-
system may give experimenters enough insights to be comfortable to use such designs in
practice. We saw one example of this with the group-balanced Gram–Schmidt Walk design
in Section 13. This is effectively a hybrid of the group-balanced randomization design and
the ordinary Gram–Schmidt Walk design. Another hybrid that we suspect experimenters
will find useful is the combination of the matched pair design and the Gram–Schmidt Walk
design. The assignments are here perfectly correlated within pairs as in the matched pair
design, but the sign of the assignments in each pair is decided by the Gram–Schmidt Walk
design, so the assignments are weakly dependent between pairs.

16 Concluding remarks

Scientists use randomized experiments for the robustness they provide. Even a minimal
amount of randomization provides robustness in the sense of unbiasedness. The motivating
idea of this paper is that a more appropriate concept of robustness is the magnitude of
the estimation error under unfavorable circumstances. This perspective highlights that a
compromise between balance and robustness is central to the experimental design problem.
At one extreme, we can resolve this trade-off cautiously by assigning treatments indepen-
dently at random. This yields a design that is maximally robust. At the other extreme,
we can make all assignments perfectly dependent. This yields a design that performs ex-
ceptionally well for some potential outcomes, but it will perform exceptionally poorly for
other outcomes. Most experimenters are neither so risk averse nor so risk loving to prefer
either of these two options. Instead, they prefer the intermediate designs that introduce
weak dependencies between the assignments to achieve some balance at the cost of some
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robustness.
The purpose of the Gram–Schmidt Walk design is to help experimenters navigate this

compromise. The design does not perform uniformly better than existing designs. Indeed,
we showed in Section 3.2 that all designs are admissible, so no uniformly optimal design
exists. The main benefit of the design is instead that it provides precise control over the
balance–robustness trade-off through its parameter. Our theoretical results also provide a
firm understanding of the design’s behavior. This yields both well-motivated confidence
statements that are valid in finite samples and a near-optimality guarantee on the trade-off
between robustness and balance on worst-case linear functions.

One of the chief short-comings of the Gram–Schmidt Walk design is that it solely
focuses on linear functions and does not inherently balance non-linear functions of the
covariates. We also caution the reader that the estimator’s sampling distribution depends
on more than the covariance matrix of the assignment vector. Stronger tail bounds require
a characterization of higher moments, but these are difficult to analyze. This leads to one of
the major open problems suggested by our analysis: does the assignment vector produced by
the Gram–Schmidt Walk design satisfy an instance-optimal subgaussian inequality that can
be stated in terms of the covariance matrix of the imbalances of the augmented covariates
instead of the upper bound we prove on this covariance matrix? Proving such a result could
facilitate narrower confidence intervals, but it would require different techniques than those
we have used here.
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A1 Spectral interpretation

In this section, we derive the expression of the mean squared error of the Horvitz–Thompson
estimator under a given design as a quadratic form in the covariance matrix of the assign-
ment vector. We begin by deriving an expression for the error of the Horvitz–Thompson
estimator. Once this expression of the error is obtained, the expression of the mean squared
error as a quadratic form is straightforward. Finally, we derive the more general expression
for designs with non-uniform treatment probabilities.
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A1.1 Expressing MSE as a quadratic form (Lemma 1)

We begin by deriving an expression for the difference between the average treatment effect
and the Horvitz–Thompson estimator.

Lemma A1. For any experimental design with Pr(zi = 1) = 1/2 for all i ∈ [n], the error
of the Horvitz–Thompson estimator can be written as

τ̂ − τ =
2

n
〈z,µ〉 where µ =

a+ b

2
.

Proof. Recall that the average treatment effect and Horvitz–Thompson estimator can be
written as

τ =
1

n
〈1,a− b〉 and τ̂ =

2

n
〈z,y〉.

Let å = (̊a1, . . . , ån) and b̊ = (̊b1, . . . , b̊n) be the observed parts of a and b, namely

åi =

{
ai if zi = 1,

0 if zi = −1,
and b̊i =

{
0 if zi = 1,

bi if zi = −1.

Using linearity and the definitions of å and b̊, we rewrite the average treatment effect as

nτ = 〈1,a− b〉 = 〈1, å〉+ 〈1,a− å〉 − 〈1, b̊〉 − 〈1, b− b̊〉.

Note that 〈1, å〉 = 〈z, å〉 because åi is non-zero only when zi = 1. By the same argument,

〈1,a− å〉 = 〈−z,a− å〉, 〈1, b̊〉 = 〈−z, b̊〉 and 〈1, b− b̊〉 = 〈z, b− b̊〉.

This allows us to write the average treatment effect as

nτ = 〈z, å〉 − 〈z,a− å〉+ 〈z, b̊〉 − 〈z, b− b̊〉 = 2〈z, å+ b̊〉 − 〈z,a+ b〉

Using the identity y = å+ b̊, we may rewrite the Horvitz-Thompson estimator as

nτ̂ = 2〈z,y〉 = 2〈z, å+ b̊〉.

Using these expressions for the average treatment effect and the Horvitz-Thompson esti-
mator, we can express their difference as

n(τ̂ − τ) = nτ̂ −nτ =
(

2〈z, å+ b̊〉
)
−
(

2〈z, å+ b̊〉 − 〈z,a+ b〉
)

= 〈z,a+b〉 = 2〈z,µ〉,

where the final equality follows from the definition of µ = (a+ b)/2.
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The mean squared error follows from the expression for the error of the Horvitz–
Thompson estimator in Lemma A1.

Lemma 1. For any experimental design with Pr(zi = 1) = 1/2 for all i ∈ [n], the mean
square error of the Horvitz–Thompson estimator is

E
[
(τ̂ − τ)2

]
=

4

n2
µ

ᵀ
Cov(z)µ where µ =

a+ b

2
.

Proof. Lemma A1 gives n(τ̂−τ) = 2〈z,µ〉. The expectation of the square of this expression
is

n2 E
[
(τ̂ − τ)2

]
= 4µ

ᵀ
E
[
zz

ᵀ]
µ,

because µ is not random. The proof is completed by noting that E[zzᵀ] = Cov(z) because
E[z] = 0 when Pr(zi = 1) = 1/2 for all i ∈ [n].

A1.2 Extension to non-uniform assignment probabilities

The main body of the paper was primarily concerned with designs with uniform treatment
probabilities; that is, Pr(zi = 1) = 1/2 for all units i ∈ [n]. In this section, we demon-
strate how our the spectral interpretation extends to designs with non-uniform treatment
probabilities. We will also see that our analysis of the Gram–Schmidt Walk design carries
through for non-uniform treatment probabilities.

The primary goal of this discussion is to derive the mean squared error of the Horvitz–
Thompson estimator for designs with non-uniform treatment probabilities. In general, the
Horvitz–Thompson estimator is defined as

τ̂ =
1

n

[∑
i∈Z+

ai
Pr(zi = 1)

−
∑
i∈Z−

bi
Pr(zi = −1)

]
.

We now derive an expression for the error of the Horvitz–Thompson estimator.

Lemma A2. For any experimental design with assignment probabilities π = (π1, . . . , πn)

bounded away from zero and one, the error of the Horvitz–Thompson estimator can be
written as

τ̂ − τ =
2

n

〈
z − E[z], µ̃

〉
where µ̃ =

ã+ b̃

2
,

and
ã =

(
a1
2π1

, . . . ,
an
2πn

)
and b̃ =

(
b1

2(1− π1)
, . . . ,

bn
2(1− πn)

)
.

Proof. Let Z+ = {i ∈ [n] : zi = 1} and Z− = {i ∈ [n] : zi = −1} be the random partition
of the units into treatment groups. We can now write the average treatment effect and the
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Horvitz–Thompson estimator as

τ =
1

n

[∑
i∈Z+

(ai − bi) +
∑
i∈Z−

(ai − bi)

]
and τ̂ =

1

n

[∑
i∈Z+

ai
πi
−
∑
i∈Z−

bi
1− πi

]
.

Moving the factor n to the left hand side for convenience, we can write the difference
between the estimate and the estimtand as

n(τ̂ − τ) =
∑
i∈Z+

[
1− πi
πi

ai + bi

]
−
∑
i∈Z−

[
ai +

πi
1− πi

bi

]
=
∑
i∈Z+

4(1− πi)
[
ai
4πi

+
bi

4(1− πi)

]
−
∑
i∈Z−

4πi

[
ai
4πi

+
bi

4(1− πi)

]
.

The quantities in square brackets are the elements of µ̃ = (µ̃1, . . . , µ̃n). Note that

zi − E[zi] =

{
2(1− πi) when zi = 1,

−2πi when zi = −1,

because E[zi] = Pr(zi = 1)− Pr(zi = −1) = πi − (1− πi). Finally, rewrite the sum as

n(τ̂ − τ) = 2
n∑
i=1

(
zi − E[zi]

)
µ̃i = 2

〈
z − E[z], µ̃

〉
.

As before, we may now express the mean squared error of the Horvitz-Thompson esti-
mator as a quadratic form using the error expression above. The only difference between
the mean squared expression in Lemma 1 and the more general expression below is the
definition of the average potential vectors.

Corollary A1. For any experimental design, the mean square error of the Horvitz–Thompson
estimator can be written as

E
[
(τ̂ − τ)2

]
=

4

n2
µ̃

ᵀ
Cov(z)µ̃ where µ̃ =

ã+ b̃

2
.

Proof. Use Lemma A2 to write

n2

4
(τ̂ − τ)2 = µ̃

ᵀ
(
zz

ᵀ − E[z]z
ᵀ − z E[z]

ᵀ
+ E[z] E[z]

ᵀ
)
µ̃
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The vector µ̃ is not random, so by linearity of expectation,

n2

4
E
[
(τ̂ − τ)2

]
= µ̃

ᵀ
(

E[zz
ᵀ
]− E[z] E[z]

ᵀ
)
µ̃.

The proof is completed by noting that Cov(z) = E[zzᵀ]− E[z] E[z]ᵀ.

The main paper contains several results that are presented assuming uniform treatment
probabilities: Pr(zi = 1) = 1/2 for all units i ∈ [n]. We did this only for expositional
reasons, and all results can be extended to settings with non-uniform first-order assignment
probabilities by replacing the definition of the average potential vector µ with the more
general definition used in the statements of Lemma A2 and Corollary A1. The one exception
is the uniform bound on the second-order assignment probabilities in Section A4. We
conjecture that also this result can be extended to non-uniform probabilities, but we have
not proven this.

A2 Analysis of the Gram–Schmidt Walk algorithm

In this section, we restate the Gram–Schmidt Walk algorithm of Bansal et al. (2019) and
present our analysis of the algorithm. We analyze the Gram–Schmidt Walk algorithm under
more general conditions than what we consider in our analysis of the Gram–Schmidt Walk
design. At the end of the section, we discuss how the analysis of the Gram–Schmidt Walk
algorithm extends to the Gram–Schmidt Walk design.

We begin by restating the algorithm and introducing notation that will be used in the
proofs. Next, we describe a formal connection to the Gram–Schmidt orthogonalization
process which is also used in our proofs. We then provide proofs of the covariance bound
(Theorem 1) and the subgaussian concentration (Theorem 4) of the Gram–Schmidt Walk
algorithm. Finally, we discuss the extension of this analysis to the Gram–Schmidt Walk
design.

A2.1 Gram–Schmidt Walk algorithm

In this section, we restate the Gram–Schmidt Walk algorithm using more detailed notation.
This more detailed notation contains explicit references to the iteration index and will be
used in the proofs in this supplement. Algorithm 1 below is the Gram–Schmidt Walk
algorithm of Bansal et al. (2019). Randomizing the choice of pivots is not necessary for
the algorithm or the analysis presented here, so we defer randomization of pivots to the
discussion of the Gram–Schmidt Walk design in Section A2.5. The algorithm presented in
Section 4 sets the initial point z1 = 0.
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Algorithm 1: Gram–Schmidt Walk
Input : Vectors b1, b2, . . . bn ∈ Rm arranged as columns in the matrix B and an

initial point z1 ∈ [−1, 1]n

Output: z ∈ {±1}n
1 Set iteration index t← 1 and alive set A1 ← [n].
2 Set the first pivot p0 ← n
3 while At 6= ∅ do
4 if pt−1 /∈ At then
5 Set the pivot pt to the largest index in At.
6 else
7 pt ← pt−1
8 end
9 Compute the step direction

ut ← arg min
u∈U

‖Bu‖,

where U is the set of all u ∈ Rn such that u(pt) = 1 and u(i) = 0 for all
i /∈ At.

10 Set δ+t ← |max ∆| and δ−t ← |min ∆| where ∆ = {δ ∈ R : zt + δut ∈ [−1, 1]n}.
11 Set the step size δt at random according to

δt ←

{
δ+t with probability δ−t /(δ

+
t + δ−t ),

−δ−t with probability δ+t /(δ
+
t + δ−t ).

12 Update the fractional assignment zt+1 ← zt + δtut
13 Update set of alive units At+1 ← {i ∈ [n] | |zt(i)| < 1}
14 Increment the iteration index t← t+ 1

15 end
16 return z ← the final iterate zT+1
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We remark on some of the differences between the notation in Algorithm 1 here and
the pseudo-code presented in the main body of the paper. First, the Gram–Schmidt Walk
algorithm takes as input arbitrary vectors b1, b2, . . . bn ∈ Rm. For purposes of analysis, we
often assume that the `2 norms of these input vectors is at most 1. Second, in this version,
which is identical to the algorithm developed by Bansal et al. (2019), we do not choose
the pivots at random. In fact, the only source of randomness in Algorithm 1 is the choice
of step size δt at each iteration. In Section A2.5, we demonstrate that selecting pivots
uniformly at random from At is equivalent to randomly permuting the input order of the
input vectors and running Algorithm 1. Finally, the notation presented here contains more
reference to iteration indices. In particular, the notation of the pivot unit pt, the alive set
At, and the choice of update steps δ+t , δ

−
t all feature the iteration index in the subscript.

We also use the notation that ut(i) denotes the ith coordinate of the vector u at time t.
We denote the (random) number of iterations by T . We now introduce a notational

convention which improves the clarity of some further analysis. Because the number of
iterations T is always at most n by Lemma 5, we may suppose that the algorithm runs
for exactly n iterations and that for iterations t > T , we set the update direction ut = 0

and the step size δt = 0. The same vector z is returned and the output distribution of the
algorithm is unchanged. We remark that this convention is used sparingly throughout the
analysis and does not change the algorithm.

The concept of pivot phases was central to the analysis in Bansal et al. (2019) and it
remains a central part of the analysis presented here as well. For each unit i ∈ [n], we
define the pivot phase Si to be the set of iterations for which unit i is the pivot, i.e.

Si = {t : pt = i}.

During a particular run of the algorithm, the pivot phase Si may be empty if unit i is not
chosen as a pivot unit during that run.

During the course of the algorithm, a unit i ∈ [n] is said to be alive if |zt(i)| < 1 and
frozen otherwise. This is the convention is used by Bansal et al. (2019) and it reflects that
fact that once a unit is frozen, its fractional assignment becomes integral and it is no longer
updated. The set At is referred to as the alive set because it contains all alive units at the
beginning of iteration t. We refer to the vectors b1, b2, . . . bn as the input vectors. We may
slightly abuse our terminology and call an input vector bi alive or frozen when we mean
that the corresponding unit i is alive or frozen.

We say that a unit i is decided by the algorithm when it is either selected as the pivot
(Lines 2 or 5) or frozen without being chosen as the pivot (Line 12). Throughout the proofs
below, we often condition on the previous random decisions made by the algorithm. We
use ∆i to denote all the random decisions made by the algorithm up to and including when
unit i was decided by the algorithm. There is, however, some care to be taken in this
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definition to distinguish between units which are chosen as pivots and those which are not.
If i is chosen as a pivot at the beginning of iteration t, then ∆i includes all previous choices
of step sizes δ1 . . . δt−1. If i is frozen at the end of iteration t without being chosen as the
pivot, then ∆i includes all choices of step sizes δ1 . . . δt. Other types of conditioning will be
presented throughout the proofs as the needs arise.

A2.2 Connection to Gram–Schmidt orthogonalization

A key aspect in our analysis of the Gram–Schmdit Walk algorithm is a Gram–Schmidt
orthogonalization applied to a random re-ordering of the input vectors. We use the ran-
domized Gram–Schmidt orthogonalization to obtain the tight bounds on the covariance
matrix and the subgaussian constant in Theorems 1 and 4, respectively. In this section,
we describe this connection in detail, providing additional notation and several technical
lemmas which will be used in the proofs of Theorems 1 and 4.

Before continuing, we make two remarks regarding the randomized Gram–Schmidt or-
thogonalization. First, we emphasize that this re-ordering and orthogonalization is only
for the purposes of analysis and is not executed by the algorithm. We also remark that
although Bansal et al. (2019) discuss how the Gram–Schmidt Walk algorithm was inspired
by Gram–Schmidt orthogonalization, an explicit connection is not made in that paper.
This is one of the technical differences in our analysis which allows us to obtain tighter
bounds.

We begin this discussion by first describing the randomized re-ordering of the input
vectors and then defining the Gram–Schmidt Orthogonalization processes applied to this re-
ordering. Let us introduce the notation of the re-ordering. The inputs vectors b1, b2, . . . bn ∈
Rm will be re-ordered as

bσ(1), bσ(2), . . . bσ(n) ,

where σ is a bijection mapping positions in the re-ordering to the units. Formally, σ :

[n]→ [n] and to avoid confusion in this notation, we reserve the symbol r for a position in
the re-ordering and the symbol i for a unit. In this way, we write σ(r) = i to mean that
the rth position in the re-ordering is occupied by unit i. We may also refer to the position
of a specific unit in the re-ordering using the inverse function σ−1. That is, σ−1(i) = r

means that the unit i is assigned to position r in the re-ordering.
The re-ordering we consider is random and it is defined by the random choices made in

the algorithm. Recall that a unit i is decided by the algorithm when it is either selected as
the pivot (Lines 2 or 5) or frozen without being chosen as the pivot (Line 12). The ordering
of the units σ(1),σ(2), . . .σ(n) will be the reverse order in which they are decided, breaking
ties arbitrarily. In this way, as the algorithm decides units at each iteration, the randomized
re-ordering is determined in reverse order. For example, the first unit to be decided is the
first pivot unit p1 so that σ(n) = p1 = n. If a single unit j 6= p1 is frozen in the first
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iteration, then this is the next unit decided by the algorithm, in which case it is second to
last in the re-ordering, i.e. σ(n− 1) = j. On the other hand, if only the pivot p1 is frozen
in the first iteration, the next unit decided by the algorithm is the next pivot, which is p2.
In this case, σ(n− 1) = p2.

Next, we introduce the Gram–Schmidt orthogonalization process on this randomized
re-ordering of the input vectors. The Gram–Schmidt orthogonalization process is a method
to construct a sequence of orthonormal vectors which form a basis for the span of a given
set of vectors. For our problem at hand, we denote this sequence of orthonormal basis
vectors by

wσ(1),wσ(2), . . .wσ(n).

They are recursively defined by the Gram–Schmidt orthogonalization process

wσ(1) =
bσ(1)
‖bσ(1)‖

and wσ(r) =
bσ(r) −Arbσ(r)∥∥bσ(r) −Arbσ(r)

∥∥ for r = 2, . . . n,

where Ar =
∑

s<rwσ(s)w
ᵀ
σ(s) is the projection onto the span of the first r−1 input vectors

bσ(1) . . . bσ(r−1). Because the random re-ordering of the input vectors is determined by the
random choices of δ1 . . . δn in the algorithm, the random sequence wσ(1) . . .wσ(n) is also
determined by the random choices made by the algorithm. Regardless of the randomization,
this sequence of vectors forms an orthonormal basis for the span of the input vectors.
Moreover, while the vector wσ(r) depends on the set of vectors

{
bσ(1), . . . , bσ(r−1)

}
, it does

not depend on their order. For further reading on the Gram–Schmidt orthogonalization
process, we refer readers to Chapter 4 of Strang (2009).

The main benefit of using this Gram–Schmidt orthogonalization process is that we can
cleanly analyze the behavior of the algorithm within pivot phases. In particular, it provides
a way to partition the span of the input vectors into orthogonal subspaces V1, V2, . . . Vn
corresponding to each of the n units. These subspaces are defined by the algorithm’s random
choices within the corresponding unit’s pivot phase. We begin by defining the subspaces
for units that are chosen as pivots. Let i be a unit which is chosen as pivot and assume
it has position r = σ−1(i) in the reordering so that the k + 1 vectors which are decided
during this pivot phase appear in the ordering as bσ(r−k), bσ(r−k+1), . . . bσ(r). The subspace
Vi ⊂ Rm is defined to be the span of the vectors bσ(r−k), bσ(r−k+1), . . . bσ(r) after they have
been projected orthogonal to bσ(1), bσ(2), . . . , bσ(r−k−1). As the set {σ(1), . . . ,σ(r − k − 1)}
is determined at this time, the projection is well-defined. The vectors

wσ(r−k),wσ(r−k+1), . . . ,wσ(r)

form an orthonormal basis for the subspace Vi and the projection matrix onto this subspace
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is

P i =
k∑
s=0

wσ(r−s)w
ᵀ
σ(r−s).

If a unit i is never chosen as a pivot unit, then Vi is the zero subspace and so the projection
matrix Pi is the zero matrix. We remark that these subspaces and projection matrices are
the ones referenced in the proof sketches of Theorems 1 and 4.

The following lemma follows directly from the definition of the subspaces but may also
be verified by orthonormality of the vector sequence produced by Gram–Schmidt orthogo-
nalization.

Lemma A3. The subspaces are V1, V2, . . . Vn are orthogonal and their union is span{b1, b2, . . . bn}.
Equivalently, the corresponding projection matrices P 1 . . .P n satisfy

n∑
i=1

P i = P ,

where P is the projection matrix onto span{b1, b2, . . . bn}.

Next, we will show that the fractional balance update But is contained in the subspace
corresponding to the current pivot, Vpt . We will show a stronger property, but in order
to make these statements precise, we need additional notation which connects an iteration
t with the re-ordered positions of the units that have already been decided during in the
current pivot phase. We define `t and gt to be the least and greatest re-ordering positions
that were decided during the current pivot phase before Line 9 at iteration t. The first unit
to be decided in any pivot phase is the pivot unit. Thus the greatest re-ordering position
of any unit which was decided during the current pivot phase is gt = σ−1(pt). Note that
when we arrive at Line 9, At \ pt is the set of units which have not yet been decided. Thus,
these are the units which will appear earliest in the re-ordering (although their ordering is
not yet determined) and so we have that `t = |At \ pt|+ 1 = |At|. In the first iteration of a
pivot phase, we have `t = gt because only the pivot has been decided before Line 9 at this
iteration.

Using this notation, at Line 9 of iteration t, the input vectors whose units have been
decided during the current pivot phase are

bσ(`t), bσ(`t+1), . . . bσ(gt).

The next lemma demonstrates that the fractional update But is the projection of the pivot
onto the subspace spanned by wσ(`t),wσ(`t+1), . . .wσ(gt).

Lemma A4. At each iteration t, we can write But in the orthonormal basis wσ(1) . . .wσ(n)
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as

But =

gt∑
r=`t

〈
wσ(r), bpt

〉
wσ(r).

Proof. Recall that the step direction ut is determined by a least squares problem. That is,
the undecided coordinates of the step direction, ut(At \ pt), are the minimizers of the least
squares program

ut(At \ pt) = arg min
ui:i∈At\pt

∥∥∥bpt +
∑

i∈At\pt

uibi

∥∥∥2.
Because the step direction is the minimizer, it must satisfy the normal equations

But = bpt −Atbpt ,

whereAt is the projection matrix onto the span of the alive vectors which are not the pivot.
That is, bi for i in At \ pt = {σ(1), . . . ,σ(`t)− 1}. By the construction of the re-ordering
and the Gram–Schmidt orthogonalization, we have that At =

∑
s<`t

wσ(s)w
ᵀ
σ(s). Writing

the fractional balance update But in the orthonormal basis, we have that

But =
n∑
r=1

〈wσ(r),But〉wσ(r) (orthonormal basis)

=
n∑
r=1

〈wσ(r), bpt −Atbpt〉wσ(r) (normal equations)

=
n∑
r=1

[
〈wσ(r), bpt〉 − 〈wσ(r),Atbpt〉

]
wσ(r) (linearity)

=
n∑
r=1

[
〈wσ(r), bpt〉 − 〈Atwσ(r), bpt〉

]
wσ(r). (projection matrix, Aᵀ

t = At)

We now examine each term in this sum. If r < `t then Atwσ(r) = wσ(r) because wσ(r) is a
vector in the subspace associated with the projectionAt. Thus, the two terms in the bracket
are the same, so the terms corresponding to r < `t are zero and do not contribute to the sum.
If r ≥ `t, then by the construction of the re-ordering and Gram–Schmidt orthogonalization,
wσ(r) is orthogonal to the subspace corresponding to At and so Atwσ(r) = 0. This means
that for `t ≤ r ≤ gt, the second term in the brackets is zero, and only the first term in
brackets contributes to the sum. On the other hand, if r > gt, then by the re-ordering and
Gram–Schmidt orthogonalization, wσ(r) is orthogonal to bσ(gt) = bpt . In this case, both
terms in the brackets are zero and the terms corresponding to r > gt contribute nothing to
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the sum. Thus, we have shown that

But =

gt∑
r=`t

〈
wσ(r), bpt

〉
wσ(r).

A2.3 Covariance bound (Theorem 1)

This section contains a proof of an extended version of the covariance bound in Theorem 1.
We begin by deriving a form of the covariance matrix of the assignment vector in terms of
the update quantities in the algorithm.

Lemma A5. The covariance matrix of the assignment vector is given by

Cov(z) = E

[
T∑
t=1

δ2tutu
ᵀ
t

]
.

Proof. First, observe that

Cov(z) = E[zz
ᵀ
]− E[z] E[z]

ᵀ
= E[zz

ᵀ
]− z1z

ᵀ
1

where the second equality uses E[z] = z1, which in a consequence of the martingale property
(Lemma 2). By the update rule zt+1 ← zt + δtut,

zt+1z
ᵀ
t+1 = (zt + δtut)(zt + δtut)

ᵀ
= ztz

ᵀ
t + δt

(
utz

ᵀ
t + ztu

ᵀ
t

)
+ δ2tutu

ᵀ
t .

Iteratively applying this over all iterations t ∈ {1, 2, . . .} and using that the returned vector
is z = zT+1, we have that

zz
ᵀ

= zT+1z
ᵀ
T+1 = z1z

ᵀ
1 +

T∑
t=1

δt
(
utz

ᵀ
t + ztu

ᵀ
t

)
+

T∑
t=1

δ2tutu
ᵀ
t .

Substituting this expression of zzᵀ into E[zzᵀ] in the earlier covariance calculation, we
obtain that

Cov(z) = E

[
T∑
t=1

δ2tutu
ᵀ
t

]
+ E

[
T∑
t=1

δt
(
utz

ᵀ
t + ztu

ᵀ
t

)]
(A1)

We will now show that the last term is zero because the step size δt is zero in expectation.
By linearity of expectation and using the convention that the algorithm runs for n iterations
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with δt = 0 and ut = 0 for t > T ,

E

[
T∑
t=1

δt
(
utz

ᵀ
t + ztu

ᵀ
t

)]
=

n∑
t=1

E
[
δt
(
utz

ᵀ
t + ztu

ᵀ
t

)]
For a fixed iteration t, consider the individual term E[δt(utz

ᵀ
t + ztu

ᵀ
t )] in the sum above.

Observe that if we condition on all previous random decisions made by the algorithm
before step size δt is chosen (i.e. choices of step sizes δ1 . . . δt−1), then the step direction ut
and fractional assignment zt are both determined, so that utz

ᵀ
t + ztu

ᵀ
t is a deterministic

quantity. In this way, δt is conditionally independent of utz
ᵀ
t + ztu

ᵀ
t conditioned on all

previous random decisions made by the algorithm. Using the fact that the expected step
size δt is zero, we have that

E[δt
(
utz

ᵀ
t + ztu

ᵀ
t

)
| δ1 . . . δt−1] =

(
utz

ᵀ
t + ztu

ᵀ
t

)
· E[δt | δ1 . . . δt−1] = 0

for all iterations t. By the law of total expectation, E[δt(utz
ᵀ
t + ztu

ᵀ
t )] = 0 and so that the

second term in (A1) is zero.

Next, we prove a lemma stating that the expected sum of the squared step sizes in
the remainder of a pivot phase is not too large in expectation. To do this, we introduce
notation that connects a position in the re-ordering to the subsequent iterations in a pivot
phase. For each position r in the re-ordering, we define

Lr = {t : `t ≤ r ≤ gt}.

The set Lr allows us to discuss what happens in the remaining iterations of a pivot phase
after the unit in position r has been decided. For example, if a unit i is chosen as the
pivot and assigned to position r, then Lr is the entire pivot phase Si. If a non-pivot unit
i is frozen and assigned to position r, then Lr are the remaining iterations in the pivot
phase. Note that Lr may be empty if a non-pivot unit is frozen along with pivot at the
last iteration of the pivot phase. We are now ready to state a lemma on the expected sum
of the squared step sizes throughout the remainder of a pivot phase.

Lemma A6. For each r ∈ [n], conditional on the random decisions made up until unit
σ(r) is decided, the expected sum of squared step sizes in the remainder of its pivot phase
is at most one. That is, for each unit i ∈ [n] with re-ordering position r = σ−1(i),

E

[∑
t∈Lr

δ2t

∣∣∣∣∣∆σ(r)

]
≤ 1.

Proof. Because only one pivot phase is being considered, we drop the iteration subscripts
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here and write the pivot as p. Recall that ∆σ(r) denotes all the random decisions made
by the algorithm up to and including when unit i was decided by the algorithm. If Lr is
empty, then the statement is trivially true. Otherwise, Lr is a (random) contiguous set of
iterations t0, t0 + 1, . . . t0 + k, where t0 + k is the last iteration in the pivot phase. Because
the pivot phase terminates when the pivot p is frozen, |zt0+k(p)| = 1. It follows that

1− zt0(p)2 = zt0+k(p)
2 − zt0(p)2 (|zt0+k(p)| = 1)

=
k−1∑
s=0

[
zt0+s+1(p)

2 − zt0+s(p)2
]

(telescoping sum)

=
k−1∑
s=0

[
(zt0+s(p) + δt0+sut0+s(p))

2 − zt0+s(p)2
]

(update rule)

=
k−1∑
s=0

[
δ2t0+sut0+s(p)

2 + 2δt0+sut0+s(p)zt0+s(p)
]

(cancelling terms)

=
∑
t∈Lr

[
δ2tut(p)

2 + 2δtut(p)zt(p)
]
.

Taking conditional expectations of both sides and using linearity of expectation, we have
that

1− zt0(p)2 = E

[∑
t∈Lr

δ2t

∣∣∣∣∣∆σ(r)

]
+ 2 E

[∑
t∈Lr

δtut(p)zt(p)

∣∣∣∣∣∆σ(r)

]
, (A2)

because the left hand side is a deterministic quantity under this conditioning. We now seek
to show that the second term on the right hand side is zero. To this end, observe that we
may extend the sum from iterations t ∈ Lr to all remaining iterations because ut(p) = 0

for iterations t after the current pivot phase, i.e.,

E

[∑
t∈Lr

δtut(p)zt(p)

∣∣∣∣∣∆σ(r)

]
= E

[∑
t≥t0

δtut(p)zt(p)

∣∣∣∣∣∆σ(r)

]
=
∑
t≥t0

E
[
δtut(p)zt(p)

∣∣∣∆σ(r)

]
.

We now show that each term E[δtut(p)zt(p) | ∆σ(r)] is zero for each t. Suppose that we
further condition on all previous random decisions made by the algorithm before step size
δt is chosen. In this case, the quantity ut(p)zt(p) is completely determined and so δt is
independent of ut(p)zt(p). Moreover, the step size has mean zero, as shown in the proof of
Lemma 2. Thus, for t ≥ t0,

E[δtut(p)zt(p) | δ1 . . . δt−1] = ut(p)zt(p) · E[δt | δ1 . . . δt−1] = 0

By the law of total expectation, it follows that the term E[δtzt(p) |∆σ(r)] is zero for t ≥ t0.
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Thus, the second term in (A2) is zero and so we have that

E

[∑
t∈Lr

δ2t

∣∣∣∣∣∆σ(r)

]
= 1− zt0(p)2 ≤ 1,

where the inequality follows from zt0(p) ∈ (−1, 1).

At this point, we are ready to prove the covariance bound.

Theorem 1*. If all input vectors b1 . . . bn have `2 norm at most one, then the covariance
matrix of the vector of imbalances Bz is bounded in the Loewner order by the orthogonal
projection onto the subspace spanned by the columns of B:

Cov(Bz) � P = B
(
B

ᵀ
B
)†
B

ᵀ
,

where we recall that A† denotes the pseudoinverse of the matrix A.

Proof. To prove the matrix inequality in the statement of the theorem, we seek to show
that

v
ᵀ

Cov(Bz)v ≤ vᵀPv for all v ∈ Rm

Using Lemma A5 for the form of Cov(z) and linearity of expectation, we have that

v
ᵀ

Cov(Bz)v = v
ᵀ
B Cov(z)B

ᵀ
v = v

ᵀ
B E

[
T∑
t=1

δ2tutu
ᵀ
t

]
B

ᵀ
v = E

[
T∑
t=1

δ2t 〈But,v〉2
]
.

Thus, we seek to show that for all v ∈ Rm,

E

[
T∑
t=1

δ2t 〈But,v〉2
]
≤ vᵀPv.

Next, we compute an upper bound on the quadratic forms in the sum. For each iteration
t,

〈But,v〉2 =

〈
gt∑
r=`t

〈
wσ(i), bpt

〉
wσ(i),v

〉2

(Lemma A4)

=

(
gt∑
r=`t

〈
wσ(r), bpt

〉
〈wσ(r),v〉

)2

(linearity)

≤

(
gt∑
r=`t

〈wσ(r), bpt〉2
)(

gt∑
r=`t

〈wσ(r),v〉2
)

(Cauchy–Schwarz)
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≤ ‖bpt‖
2 ·

(
gt∑
r=`t

〈wσ(r),v〉2
)

(wσ(r) are orthonormal)

≤

(
gt∑
r=`t

〈wσ(r),v〉2
)
. (by assumption, ‖bpt‖

2 ≤ 1)

Using this upper bound, we obtain an upper bound for the expected quantity of interest,

E

[
T∑
t=1

δ2t 〈But,v〉2
]
≤ E

[
T∑
t=1

δ2t

(
gt∑
r=`t

〈wσ(r),v〉2
)]

(from above)

= E

[
n∑
r=1

〈wσ(r),v〉2
∑
t∈Lr

δ2t

]
(rearranging terms)

=
n∑
r=1

E

[
〈wσ(r),v〉2

∑
t∈Lr

δ2t

]
(linearity of expectation)

We examine each of the terms in this sum. Fix a position r in the random re-ordering.
Suppose that we further condition on ∆σ(r), which contains all random decisions made by
the algorithm up to and including when unit σ(r) was decided by the algorithm. Under
this conditioning, the vector wσ(r) is completely determined and so the quantity 〈wσ(r),v〉2
is also completely determined. In this way, the random term

∑
t∈Lr

δ2t is conditionally
independent of 〈wσ(r),v〉2 given ∆σ(r). Thus, we have that

E

[
〈wσ(r),v〉2

∑
t∈Lr

δ2t

∣∣∣∣∣∆σ(r)

]
= 〈wσ(r),v〉2 · E

[∑
t∈Lr

δ2t

∣∣∣∣∣∆σ(r)

]
≤ 〈wσ(r),v〉2,

where the equality is due to conditional independence and the inequality follows from
Lemma A6. Using iterated expectation, it follows that

E

[
〈wσ(r),v〉2

∑
t∈Lr

δ2t

]
≤ E

[
〈wσ(r),v〉2

]
.

Substituting this bound and using linearity of expectation yields

E

[
T∑
t=1

δ2t 〈But,v〉2
]
≤

n∑
r=1

E
[
〈wσ(r),v〉2

]
= v

ᵀ
E

[
n∑
r=1

wσ(r)w
ᵀ
σ(r)

]
v = v

ᵀ
Pv ,

where the last equality follows from the fact that the vectors wσ(1),wσ(2), . . . ,wσ(n) form
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an orthonormal basis for the span of input vectors, thus
∑n

r=1wσ(r)w
ᵀ
σ(r) = P holds

deterministically, regardless of the randomized re-ordering.

A2.4 Subgaussian bound (Theorem 4)

In this section, we prove an extended version of the subgaussian concentration inequality
of Theorem 4. We begin by presenting the main technical inequality (Lemma A7) which is
stated in terms of operator monotonicity and proved using basic calculus. Next, we present
Lemma A8, which analyzes the behavior of the Gram–Schmidt Walk algorithm in one
pivot phase using a backwards induction style argument. Finally, we prove the subgaussian
concentration inequality by showing how we may repeatedly apply Lemma A8.

The main technical inequality is stated in terms of operator monotonicity, which we
briefly describe here. Let D be a set of n-by-n symmetric matrices. A real-valued matrix
function f : D → R is said to be operator monotone increasing if

A,B ∈ D with A � B ⇒ f(A) ≤ f(B).

Intuitively, a real-valued matrix function f is monotone increasing if “larger” matrices (as
determined by the Loewner order) are assigned larger values. We say that f is operator
monotone decreasing if A � B implies instead that f(A) ≥ f(B). Although there is a
well developed theory of operator monotonicity, we use only very basic facts here which are
mostly self contained. For more information on operator monotonicity, we refer readers to
Chapter 5 of Bhatia (1997).

Lemma A7. For all x ∈ [−1, 1] the function

fx

(
α η

η β

)
= exp

(
−1

2
αβ

)[
1 + x

2
exp((1− x)η) +

1− x
2

exp(−(1 + x)η)

]
is operator monotone decreasing over the set of 2-by-2 positive semidefinite matrices.

Proof. Operator monotonicity of a function g : D → R is preserved under composition
with any monotone increasing h : R→ R. Using this and observing that fx takes positive
values for x ∈ [−1, 1], we have that fx is operator monotone decreasing if and only if log fx
is operator monotone decreasing. Moreover, a differentiable function g : D → R is operator
monotone decreasing if and only if −∇g(A) is positive semidefinite for all A ∈ D. The
function fx under consideration is differentiable and thus, to prove the lemma, it suffices
to show that

−∇ log fx

(
α η

η β

)
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is positive semidefinite when the 2-by-2 input matrix is positive semidefinite, i.e., α, β ≥ 0

and αβ ≥ η2.
We begin by defining the shorthand

ψx(η) = log

[
1 + x

2
exp((1− x)η) +

1− x
2

exp(−(1 + x)η)

]
for the log of the bracketed term in the definition of fx. Using this, we may write the
function log fx as

log fx

(
α η

η β

)
= ψx(η)− 1

2
αβ.

From the above expression, it is clear that ∂α log fx = −β/2, ∂β log fx = −α/2, and
∂η log fx = ∂ηψx. Thus, the matrix gradient may be computed:

−2∇ log fx =

(
β −∂ηψx(η)

−∂ηψx(η) α

)
.

Recall that when computing the matrix gradient, we scale the off diagonals by 1/2, as they
appear twice in the trace inner product. We seek to show that the matrix above is positive
semidefinite when the input matrix is positive semidefinite. Because the matrix above is 2-
by-2, proving that it is positive semidefinite is equivalent to showing the three inequalities
α, β ≥ 0 and αβ ≥ (∂ηψx(η))2. Because the input matrix is positive semidefinite, we
already have that α, β ≥ 0. To show the final inequality, we show in the next part of the
proof that η2 ≥ (∂ηψx(η))2. Because the input matrix already satisifes αβ ≥ η2, this will
imply the final inequality.

So for the final part of the proof, we focus on showing the inequality

(∂ηψx(η))2 ≤ η2 for all x ∈ [−1, 1].

To this end, we use an enveloping argument to show that |∂ηψx(η)| ≤ |η| for all x ∈ [−1, 1].
We begin by computing the first and second derivatives of ψx(η). First, we rewrite the
function ψx(η) as

ψx(η) = log

[
1 + x

2
exp (1− x)η +

1− x
2

exp−(1 + x)η

]
= log

[
1

2

(
eη−xη + xeη−xη + e−η−xη − xe−η−xη

)]
= log

[
e−xη

2
(eη + xeη + e−η − xe−η)

]
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= log

[
1

2
(eη + xeη + e−η − xe−η)

]
− xη

= log[cosh(η) + x sinh(η)]− xη.

Next, we compute the derivative ∂ηψx(η) by using chain rule and derivatives of log and
hyperbolic trigonometric functions:

∂ηψx(η) =
sinh(η) + x cosh(η)

cosh(η) + x sinh(η)
− x.

Finally, we compute the second derivative of ψx(η) using the above result, the quotient
rule, and derivatives for the hyperbolic functions:

∂2ηψx(η) = 1−
(

sinh(η) + x cosh(η)

cosh(η) + x sinh(η)

)2

= 1− (∂ηψx(η) + x)2.

We now establish the basis of our enveloping argument. That is, we show that the second
derivative of ψx(η) is bounded above and below by

0 ≤ ∂2ηψx(η) ≤ 1 for all η ∈ R and x ∈ [−1, 1].

The upper bound is immediate from the earlier expression, as ∂2ηψx(η) = 1−(∂ηψx(η)+x)2 ≤
1. The lower bound is a consequence of x ∈ [−1, 1]. To see this, observe that

∂2ηψx(η) = 1−
(

sinh(η) + x cosh(η)

cosh(η) + x sinh(η)

)2

≥ 0

⇔ (cosh(η) + x sinh(η))2 ≥ (sinh(η) + x cosh(η))2

⇔ cosh2(η) + x2 sinh2(η) ≥ sinh2(η) + x2 cosh2(η)

⇔ cosh2(η)− sinh2(η) ≥ x2(cosh2(η)− sinh2(η))

⇔ 1 ≥ x2

Now, we make our enveloping argument. First, we observe that ∂ηψx(0) = 0. Next, for
η > 0, we can bound the value of ∂ηψx(η) from above and below by

∂ηψx(η) = ∂ηψx(0) +

∫ η

y=0

∂2ηψx(y)dy ≤ 0 +

∫ η

y=0

1dy = η

∂ηψx(η) = ∂ηψx(0) +

∫ η

y=0

∂2ηψx(y)dy ≥ 0 +

∫ η

y=0

0dy = 0.

Written together, these inequalities state that 0 ≤ ∂ηψx(η) ≤ η for values η ≥ 0. A similar
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enveloping argument shows that −η ≤ ∂ηψx(η) ≤ 0 for values η ≤ 0. Putting these two
together, we have that |∂ηψx(η)| ≤ |η| for all η ∈ R and x ∈ [−1, 1], as desired.

Lemma A8. Let p be a unit that is chosen as the pivot and let ∆p denote all random
decisions made by the algorithm up until the beginning of pivot phase p. If ‖bp‖ ≤ 1, then
for all v ∈ Rm,

E

[
exp

(∑
t∈Sp

δt〈But,v〉 −
1

2
‖P pbp‖2 · ‖P pv‖2

) ∣∣∣∣∣∆p

]
≤ 1,

where Sp is the set of iterations for which p is the pivot.

Proof. Let tp be the iteration at which p is first chosen to be the pivot. This iteration tp is
a deterministic quantity conditioned on ∆p.

We begin by describing a convention which we adopt for the purposes of this analysis.
Recall that the number of iterations in a pivot phase is generally a random quantity;
however, the number of iterations in a pivot phase is at most n by Lemma 5. In fact,
because tp−1 iterations have already occurred, the number of iterations in the pivot phase
Sp is at most n − tp + 1. For the purposes of this proof, we adopt a convention which
deterministically fixes the number of iterations within the pivot phase to be n − tp + 1.
We adopt this convention because fixing the number of iterations in a pivot phase to be a
deterministic quantity simplifies our backwards induction style argument. Once the pivot
is frozen at iteration t, all remaining iterations of the pivot phase s > t have step size zero,
i.e. δs = 0. In this way, the fractional assignment is not updated in the remainder of the
pivot phase after the pivot is frozen and thus this convention does not change the behavior
of the algorithm. We emphasize again that this convention is for purposes of the current
analysis and does not change the algorithm itself.

Using this convention and writing the iterations in the pivot phase as Sp = {tp . . . n},
we seek to show that

E

[
exp

(
n∑

t=tp

δt〈But,v〉 −
1

2
‖P pbp‖2 · ‖P pv‖2

) ∣∣∣∣∣∆p

]
≤ 1. (A3)

All expectations in the remainder of the proof are conditioned on ∆p and so we drop this
notation.

We now rewrite the terms in the exponent by using the sequence of orthonormal basis
vectors produced by the Gram–Schmidt orthogonalization process, as described in Sec-
tion A2.2. Suppose that the pivot unit has position r = σ−1(p) in the reordering so that
the k + 1 vectors which are decided during this pivot phase appear in the ordering as

bσ(r−k), bσ(r−k+1), . . . bσ(r),
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where the pivot vector is the last in this re-ordering, i.e., σ(r) = p, and so bσ(r) = bp. The
corresponding basis vectors produced by the Gram–Schmidt orthogonalization are

wσ(r−k),wσ(r−k+1), . . .wσ(r).

We now define a way to partition these reordering positions according to the iterations
when they were decided. For each iteration t = tp, . . . n in this pivot phase, we define Qt

to be the reordering positions of the units that are frozen during the fractional assignment
update in Line 12 during iteration t. By our convention, it may happen that δt = 0 and in
this case, Qt = ∅. We also define Qtp−1 = {gp} = {σ−1(p)}, which is the re-ordering index
of the pivot. We remark that this reordering position is deterministic given the conditioning
∆p and the subscript tp − 1 is chosen for notational convenience. Note that the reordering
positions are determined in the order Qtp−1, Qtp , . . . Qn and this forms a partition of the
reordering positions decided in this pivot phase.

Lemma A4 shows that for each iteration t,

But =
t−1∑

s=tp−1

∑
r∈Qs

〈wσ(r), bp〉wσ(r) and so 〈But,v〉 =
t−1∑

s=tp−1

∑
r∈Qs

〈wσ(r), bp〉〈wσ(r),v〉.

Recall that the projection matrix P p is defined as

P p =
n∑

s=tp−1

∑
r∈Qs

wσ(r)w
ᵀ
σ(r)

and thus we have that

‖P pbp‖2 =
n∑

s=tp−1

∑
r∈Qs

〈wσ(r), bp〉2 and ‖P pv‖2 =
n∑

s=tp−1

∑
r∈Qs

〈wσ(r),v〉2

For notational convenience, for each reordering position r, let αr = 〈wσ(r), bp〉 and βr =

〈wσ(r),v〉.
Substituting these terms into (A3), we have that the desired inequality may be written

as

E

[
exp

(
n∑

t=tp

δt

t−1∑
s=tp−1

∑
r∈Qs

αrβr −
1

2

( n∑
s=tp−1

∑
r∈Qs

α2
r

)
·
( n∑
s=tp−1

∑
r∈Qs

β2
r

))]
≤ 1.

We will prove this inequality using a backwards induction style argument. We use
the main technical inequality of Lemma A7 to show that, conditioned on the first n − 1

iterations, the expectation above is maximized when αr = βr = 0 for all r ∈ Qn. In some
sense, this is identifying the worst-case values that {(αr, βr) : r ∈ Qn} may take. We then
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continue backwards and show that given the values of {(αr, βr) : r ∈ Qt} for t < R, the
values of {(αr, βr) : r ∈ ∪ns=RQs} which maximize the expectation are αr = βr = 0.

We now proceed more formally. For each R = 0, 1, . . . n, we define the quantity

g(R) = E

[
exp

(( n∑
t=tp

δt

min{R,t−1}∑
s=tp−1

∑
r∈Qs

αrβr

)
− 1

2

( R∑
s=tp−1

∑
r∈Qs

α2
r

)
·
( R∑
s=tp−1

∑
r∈Qs

β2
r

))]

Note that g(R) is similar to the expectation we are interested in bounding, except that
αr = βr = 0 for all r ∈ ∪s>RQs. Note that g(n) is exactly the expectation that we seek
to upper bound by 1. We prove this upper bound by establishing the following chain of
inequalities

g(n) ≤ g(n− 1) ≤ · · · ≤ g(tp) ≤ 1.

We prove this chain of inequalities in three steps. The first step is to establish that g(n) ≤
g(n−1). This inequality is the simplest one to establish because it follows directly from the
definition of g(R). In particular, observe that the term

∑n
t=tp

δt
∑min{R,t−1}

s=tp−1
∑

r∈Qs
αrβr is

the same forR = n andR = n−1, while the term 1
2

(∑R
s=tp−1

∑
r∈Qs

α2
r

)
·
(∑R

s=tp−1
∑

r∈Qs
β2
r

)
is larger for R = n than for R = n− 1. Thus, g(n) ≤ g(n− 1).

We now show the second chunk of inequalities: g(R) ≤ g(R − 1) for tp < R ≤ n − 1.
Before continuing, we show how to use the main technical inequality (Lemma A7) to prove
that for all R in this range,

E

[
exp

(( n∑
t=R+1

δt

R∑
s=tp−1

∑
r∈Qs

αrβr

)
− 1

2

( R∑
s=tp−1

∑
r∈Qs

α2
r

)
·
( R∑
s=tp−1

∑
r∈Qs

β2
r

)) ∣∣∣∣∣∆R

]
(A4)

≤ E

[
exp

(( n∑
t=R+1

δt

R−1∑
s=tp−1

∑
r∈Qs

αrβr

)
− 1

2

( R−1∑
s=tp−1

∑
r∈Qs

α2
r

)
·
( R−1∑
s=tp−1

∑
r∈Qs

β2
r

)) ∣∣∣∣∣∆R

]
,

where ∆R denotes the step sizes, δtp , δtp+1, . . . δR, in addition to the previous randomness
in the algorithm denoted by ∆p. Under this conditioning, the values of {(αr, βr) : r ∈
∪Rs=tp−1Qs} are decided and the only random quantity in the expression above is

∑n
t=R+1 δt.

We claim that this random variable is precisely

n∑
t=R+1

δt =

{
1− zR+1(p) with probability (1 + zR+1(p))/2

−(1 + zR+1(p)) with probability (1− zR+1(p))/2

To see this, observe that because the step direction satisfies ut(p) = 1 in the pivot phase p

72



and the update procedure is zt+1 ← zt + δtut,

zn(p) =
n∑

t=R+1

δtut(p)+zR+1(p) =
n∑

t=R+1

δt+zR+1(p) and thus
n∑

t=R+1

δt = zn(p)−zR+1(p).

Because zn(p) takes values ±1, we have that the sum
∑n

t=R+1 δt only takes two values.
Moreover, because all step sizes have mean zero, we have that E[

∑n
t=R+1 δt] = 0. This

determines the probabilities of each of the two values.
Because we know exactly the distribution of the random sum

∑n
t=R+1 δt, we may derive

the expectation in the left hand side of (A4) exactly as

1 + zR+1(p)

2
exp

(
(1− zR+1(p))

R∑
s=tp−1

∑
r∈Qs

αrβr −
1

2

( R∑
s=tp−1

∑
r∈Qs

α2
r

)
·
( R∑
s=tp−1

∑
r∈Qs

β2
r

))
(A5)

+
1− zR+1(p)

2
exp

(
−(1 + zR+1(p))

R∑
s=tp−1

∑
r∈Qs

αrβr −
1

2

( R∑
s=tp−1

∑
r∈Qs

α2
r

)
·
( R∑
s=tp−1

∑
r∈Qs

β2
r

))

We now demonstrate how this expectation may be recognized as the matrix function ap-
pearing in Lemma A7. Let A and AR be the 2-by-2 matrices given by

A =
R−1∑

s=tp−1

∑
r∈Qs

(
α2
r αrβr

αrβr β2
r

)
, AR =

∑
r∈QR

(
α2
r αrβr

αrβr β2
r

)
.

These matrices are the sum of 2-by-2 positive semidefinite matrices and so they are them-
selves positive semidefinite. Recall that the matrix function in Lemma A7 is defined for
x ∈ [−1, 1] as

fx

(
α η

η β

)
= e−

1
2
αβ

[
1 + x

2
exp((1− x)η) +

1− x
2

exp(−(1 + x)η)

]
=

1 + x

2
exp
(

(1− x)η − 1

2
αβ
)

+
1− x

2
exp
(
−(1 + x)η − 1

2
αβ
)
.

Observe that the expectation in (A5) is equal to fzR(p)(A + AR). By Lemma A7, the
function is operator monotone decreasing over positive semidefinite matrices so that

fzR(p)(A+AR) ≤ fzR(p)(A).

The proof of inequality (A4) is completed by observing that fzR(p)(A) is equal to the
expectation on the right hand side of (A4).

Now we are ready to show that g(R) ≤ g(R − 1) for tp < R ≤ n − 1. For notational
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convenience, we define

XR = exp

(
R∑
t=tp

δt

t−1∑
s=tp−1

αrβr

)
.

By rearranging terms, applying iterated expectations, and using the inequality (A4), we
have that

g(R)

= E

[
exp

(
n∑

t=tp

δt

min{R,t−1}∑
s=tp−1

∑
r∈Qs

αrβr −
1

2

( R∑
s=tp−1

∑
r∈Qs

α2
r

)
·
( R∑
s=tp−1

∑
r∈Qs

β2
r

))]

= E

[
XR · exp

(
n∑

t=R+1

δt

R∑
s=tp−1

∑
r∈Qs

αrβr −
1

2

( R∑
s=tp−1

∑
r∈Qs

α2
r

)
·
( R∑
s=tp−1

∑
r∈Qs

β2
r

))]

= E

[
XR · E

[
exp

(
n∑

t=R+1

δt

R∑
s=tp−1

∑
r∈Qs

αrβr −
1

2

( R∑
s=tp−1

∑
r∈Qs

α2
r

)
·
( R∑
s=tp−1

∑
r∈Qs

β2
r

)) ∣∣∣∣∣∆R

]]

≤ E

[
XR · E

[
exp

(
n∑

t=R+1

δt

R−1∑
s=tp−1

∑
r∈Qs

αrβr −
1

2

( R−1∑
s=tp−1

∑
r∈Qs

α2
r

)
·
( R−1∑
s=tp−1

∑
r∈Qs

β2
r

)) ∣∣∣∣∣∆R

]]

= E

[
exp

(
n∑

t=tp

δt

min{R−1,t−1}∑
s=tp−1

∑
r∈Qs

αrβr −
1

2

( R−1∑
s=tp−1

∑
r∈Qs

α2
r

)
·
( R−1∑
s=tp−1

∑
r∈Qs

β2
r

))]
= g(R− 1)

This establishes the chain of inequalities

g(n) ≤ g(n− 1) ≤ · · · ≤ g(tp).

Establishing that g(tp) ≤ 1 may be done via a similar application of the operator mono-
tonicity result of Lemma A7. In particular,

g(tp) = E

[
exp

(( n∑
t=tp

δt

)
〈wp, bp〉〈wp,v〉 −

1

2
〈wp, bp〉2〈wp,v〉2

)]

= fztp (p)

([
〈wp, bp〉2 〈wp, bp〉
〈wp, bp〉 〈wp,v〉2

])
≤ fztp (p)(0) = 1.
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We now present the proof of the subgaussian concentration result.

Theorem 4*. If the input vectors b1 . . . bn all have `2 norm at most 1, then the Gram–
Schmidt Walk algorithm returns an assignment vector z so that the vector of imbalances
Bz is subgaussian with variance parameter σ2 = 1:

E
[
exp
(
〈Bz,v〉 − 〈E[Bz],v〉

)]
≤ exp

(
‖v‖2/2

)
for all v ∈ Rn+d.

Proof. We prove the stronger inequality

E
[
exp
(
〈Bz,v〉−〈E[Bz],v〉

)]
≤ E

[
exp
(1

2

n∑
i=1

‖P ibi‖2‖P iv‖2
)]

for all v ∈ Rm. (A6)

To see that inequality (A6) is stronger, we use the contractive property of projection ma-
trices and the assumption that all input vectors have `2 norm at most 1 to show

n∑
i=1

‖P ibi‖2‖P iv‖2 ≤
n∑
i=1

‖bi‖2‖P iv‖2 ≤
n∑
i=1

‖P iv‖2 = ‖Pv‖2 ≤ ‖v‖2.

This shows that inequality (A6) implies the inequality in the statement of the theorem.
We now rearrange and substitute terms in (A6) to obtain a form that we will work with

during the remainder of the proof. By dividing both sides of (A6) by the right hand side,
we obtain an equivalent expression of the inequality:

E
[
exp
(
〈Bz,v〉 − 〈E[Bz],v〉 − 1

2

n∑
i=1

‖P ibi‖2‖P iv‖2
)]
≤ 1 for all v ∈ Rm.

At this point, we drop the “for all v ∈ Rm” qualifier and assume that an arbitrary v ∈ Rm

is given. We re-write the quantity 〈Bz,v〉 − 〈E[Bz],v〉 in terms of the fractional updates
in the algorithm:

〈Bz,v〉 =
〈
B
( T∑
t=1

δtut+z1

)
,v
〉

=
T∑
t=1

δt〈But,v〉+〈Bz1,v〉 =
n∑
i=1

∑
t∈Si

δt〈But,v〉+〈Bz1,v〉.

Note that by the martingale property of the fractional updates (Lemma 2), E[z] = z1.
Thus,

〈E[Bz],v〉 = 〈B E[z],v〉 = 〈Bz1,v〉
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and so the difference is given by

〈Bz,v〉 − 〈E[Bz],v〉 =
n∑
i=1

∑
t∈Si

δt〈But,v〉.

Using this expression for the difference, we may write the desired inequality, which features
a sum over units in the exponent, as follows:

E

[
exp

(
n∑
i=1

(∑
t∈Si

δt〈But,v〉 −
1

2
‖P ibi‖2‖P iv‖2

))]
≤ 1.

A unit i ∈ [n] which is not chosen as the pivot does not contribute to this sum because
the corresponding pivot phase Si is empty and the projection matrix P i is the zero. Thus,
we may write the sum over units which are chosen as the pivot. We denote the sequence
of pivot units as p1, p2, . . . pk where the subscripts denote the order in which the pivots are
chosen by the algorithm. We seek to show that

E

[
exp

(
k∑
j=1

(∑
t∈Spj

δt〈But,v〉 −
1

2
‖P pjbpj‖2‖P pjv‖2

))]
≤ 1.

To this end, we define the sequence of random variables X1, X2, . . . Xk by

Xj =
∑
t∈Spj

δt〈But,v〉 −
1

2
‖P pjbpj‖2‖P pjv‖2,

where each Xj corresponds to the jth pivot that was chosen by the algorithm.2 We show
that E[exp(

∑k
j=1Xj)] ≤ 1 by proving the chain of inequalities

E
[
exp
( k∑
j=1

Xj

)]
≤ E

[
exp
(k−1∑
j=1

Xj

)]
≤ · · · ≤ E[exp(X1)] ≤ E[exp(0)] = 1.

Consider some 1 ≤ ` ≤ k. Let ∆` be all random decisions made by the algorithm up until
2In the proof sketch in the main paper, we used terms Di which did not incorporate the projection

‖P pj
bpj
‖2, so Xi ≥ Di. By incorporating the projection terms in this full proof, we more clearly see the

stronger inequality (A6) that is being proven. This highlights that the subgaussian bound will be loose
when ‖P pjbpj‖2 ≤ 1 is a loose inequality.
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the beginning of pivot phase `. Then observe that

E
[
exp
(∑̀
j=1

Xj

)]
= E

[
exp
( `−1∑
j=1

Xj

)
· exp(X`)

]
(property of exponential)

= E
[
exp
( `−1∑
j=1

Xj

)
· E[exp(X`) |∆`]

]
(iterated expectations)

≤ E
[
exp
( `−1∑
j=1

Xj

)]
, (by Lemma A8)

which completes the induction.

A2.5 Extending the analysis to the Gram–Schmidt Walk design

In this section, we demonstrate that our analysis of the Gram–Schmidt Walk algorithm ex-
tends to the Gram–Schmidt Walk design. The main difference between the Gram–Schmdit
Walk algorithm and the Gram–Schmidt Walk design are the construction of input vectors
and the randomized pivoting rule. The randomized pivoting rule in the design is inconse-
quential to the theorems proved in this section. The purpose of the randomized pivoting
rule is to allow us to prove that the second-order assignment probabilities are bounded
away from zero, which we need for our estimator of the ridge loss discussed in Section A4.

We remark that the Gram–Schmidt Walk design presented in Section 4 may be imple-
mented as follows:

1. Construct the (n+ d)-dimensional augmented covariate vectors b1, b2, . . . bn as

bi =

[ √
φei

ξ−1
√

1− φxi

]
,

where ei is the n-dimensional ith standard basis vector and ξ = maxi∈[n]‖xi‖.

2. Permute the order of the input vectors b1, b2, . . . bn with a uniformly random permu-
tation.

3. Run the Gram–Schmidt Walk (Algorithm 1) with permuted input vectors and initial
fractional assignment z1 = 0 to produce assignment vector z.

The key idea behind the equivalence of these descriptions is that the method of uniformly
permuting input vectors then deterministically choosing largest indexed alive unit as pivot
(as presented here) produces the same distribution as choosing pivots uniformly from the
set of alive units (as presented in Section 4). To see this equivalence, begin by considering
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the first iteration: the largest index in a uniformly permuted list of units is uniform over all
units. This means that the first pivot chosen by the two methods has the same distribution.
Moreover, the construction of step direction and step size does not depend on the index of
the units. In this way, a similar argument shows that these methods of selecting the pivot
are equivalent: the largest index in a uniformly permuted list of alive units is uniform over
all alive units. Thus, the two random pivot sampling schemes are equivalent.

Due to this equivalence, we may analyze the Gram–Schmidt Walk design by applying the
analysis in this section. Because the covariance bound (Theorem 1*) and the subgaussian
concentration (Theorem 4*) hold for all orderings of the input vectors, they hold for any
distribution over the orderings of the input vectors. In particular, they hold for the uniform
distribution over orderings of the input vectors and so they apply to the Gram–Schmidt
Walk design.

Finally, we remark that the augmented covariate vectors constructed in the Gram–
Schmidt Walk design satisfy the condition that each of their `2 norms is at most one. This
norm condition is a scaling requirement in order to make the covariance and subgaussian
bounds in Theorem 1 and Theorem 4, respectively. To see that the norm condition holds,
observe that

‖bi‖2 =
∥∥∥√φei

∥∥∥2 +
∥∥∥ξ−1√1− φxi

∥∥∥2 = φ+ (1− φ)
(
ξ−1‖xi‖

)2 ≤ φ+ (1− φ) = 1,

where the inequality follows from the definition ξ = maxi∈[n]‖xi‖.
Taken together, this shows that Theorems 1 and 4 in the main paper follow from

Theorems 1* and 4* in this supplement.

A3 Consequences of the augmented covariates

In this section, we prove several technical lemmas related to the augmented covariate vectors
which are referenced in the main body of the paper. These technical lemmas are chiefly
concerned with the matrix

Q = (B
ᵀ
B)−1 = (φI + (1− φ)XX

ᵀ
)−1.

First, we prove an eigenvalue upper bound on the matrixQ which determines the worst-case
mean squared error of the Horvitz–Thompson estimator under the Gram–Schmidt Walk
design. Then, we demonstrate the relationship between the quadratic form in the matrix
Q and the loss of ridge regression. Next, we derive an alternative expression of the matrix
bound on the covariate imbalance. Finally, we discuss examples of covariate matrices for
which the balance-robustness trade-off cannot be significantly better than that guaranteed
by Gram–Schmidt Walk.
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A3.1 A bound on worst case MSE (Lemma A9)

Lemma A9. For all values of the design parameter φ ∈ (0, 1], the largest eigenvalue of the
matrix Q =

(
φI + (1− φ)ξ−2XX

ᵀ)−1 is at most 1/φ.

Proof. For all values φ ∈ (0, 1], the matrix (φI + (1− φ)ξ−2XX
ᵀ
) is positive definite and

thus invertible. Recall that for a positive definite matrix A, the largest eigenvalue of A−1

is the inverse of the smallest eigenvalue of A, i.e. λmax(A
−1) = 1/λmin(A). Thus, we seek

to lower bound the smallest eigenvalue of
(
φI + (1 − φ)ξ−2XX

ᵀ). To this end, observe
that

λmin(φI + (1− φ)ξ−2XX
ᵀ
) = φ+ (1− φ)ξ−2λmin(XX

ᵀ
) ≥ φ,

where the final inequality follows because XXᵀ is positive semidefinite.

We remark that when d < n, the inequality in Lemma A9 holds with equality. This is
because when d < n, XXᵀ is not full rank, and so λmin(XX

ᵀ
) = 0.

A3.2 Connection to ridge regression loss (Lemma A10)

We now present the relationship between the quadratic form in matrix Q and the loss of
ridge regression. This lemma is used to establish an upper bound on the mean squared error
of the Horvitz-Thompson estimator under the Gram–Schmidt Walk design in Theorem 3.

Lemma A10. LetX be an arbitrary n-by-d matrix with maximum row norm ξ = maxi∈[n]‖xi‖.
For all φ ∈ (0, 1) and µ ∈ Rn,

nL = µ
ᵀ
Qµ = µ

ᵀ(
φI + (1− φ)ξ−2X

ᵀ
X
)−1
µ = min

β∈Rd

[
1

φ
‖µ−Xβ‖2 +

ξ2

1− φ
‖β‖2

]
.

Proof. Let β∗ be the optimal linear function in the minimization term above. Note that
multiplying the objective function by φ > 0 does not change the minimizer β∗, and so

β∗ = arg min
β∈Rd

[
1

φ
‖µ−Xβ‖2 +

ξ2

1− φ
‖β‖2

]
= arg min

β∈Rd

[
‖µ−Xβ‖2 +

ξ2φ

1− φ
‖β‖2

]
,

which has closed-form solution (see, e.g., Hastie et al., 2009, p. 64):

β∗ =

(
X

ᵀ
X +

ξ2φ

1− φ
I

)−1
X

ᵀ
µ = R−1X

ᵀ
µ ,

where we have defined R = X
ᵀ
X + ξ2φ

1−φI. We next consider each of the terms in the
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objective function when we substitute the optimal β∗. The second term becomes

ξ2

1− φ
‖β∗‖2 =

ξ2

1− φ
∥∥R−1Xᵀ

µ
∥∥2 =

ξ2

1− φ
µ

ᵀ
XR−2X

ᵀ
µ.

The first term becomes

1

φ
‖µ−Xβ∗‖2 =

1

φ

∥∥µ−XR−1Xᵀ
µ
∥∥2 =

1

φ

∥∥(I −XR−1Xᵀ)
µ
∥∥2 =

1

φ
µ

ᵀ(
I −XR−1Xᵀ)2

µ

=
1

φ
µ

ᵀ(
I − 2XR−1X

ᵀ
+XR−1X

ᵀ
XR−1X

ᵀ)
µ

=
1

φ
µ

ᵀ(
I −X

[
2R−1 −R−1Xᵀ

XR−1
]
X

ᵀ)
µ

=
1

φ
µ

ᵀ(
I −X

[
2R−1 −R−2Xᵀ

X
]
X

ᵀ)
µ ,

where the last line follows from the fact that R−1 and Xᵀ
X commute. To see that the

matrices R−1 and XXᵀ commute, first observe that R = ξ2φ
1−φI + X

ᵀ
X has the same

eigenvectors as Xᵀ
X. It follows that R−1 also has the same eigenvectors as Xᵀ

X. Thus,
the two matrices R−1 andXᵀ

X are simultaneously diagonalizable and therefore commute.
Substituting these separate calculations into the objective function, we obtain the op-

timal value

1

φ
‖µ−Xβ∗‖2 +

ξ2

1− φ
‖β∗‖2 =

1

φ
µ

ᵀ(
I −X

[
2R−1 −R−2Xᵀ

X
]
X

ᵀ)
µ+

ξ2

1− φ
µ

ᵀ
XR−2X

ᵀ
µ

=
1

φ
µ

ᵀ
(
I −X

[
2R−1 −R−2Xᵀ

X − φξ2

1− φ
R−2

]
X

ᵀ
)
µ

=
1

φ
µ

ᵀ
(
I −X

[
2R−1 −R−2

(
X

ᵀ
X +

φξ2

1− φ
I

)]
X

ᵀ
)
µ

=
1

φ
µ

ᵀ(
I −X

[
2R−1 −R−2R

]
X

ᵀ)
µ

=
1

φ
µ

ᵀ(
I −XR−1Xᵀ)

µ

To complete the proof, we apply the Woodbury identity which asserts that for appropri-
ately sized matrices U , V , and C, (I +UCV )−1 = I −U

(
C−1 + V U

)−1
V , given that

the inverses exist. Applying the Woodbury identity with U = X, V = X
ᵀ, and C = 1−φ

ξ2φ
I,
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we obtain

1

φ

(
I −XR−1Xᵀ)

=
1

φ

(
I −X

(
ξ2φ

1− φ
I +X

ᵀ
X

)−1
X

ᵀ

)

=
1

φ

(
I +

ξ−2(1− φ)

φ
X

ᵀ
X

)−1
=
(
φI + ξ−2(1− φ)X

ᵀ
X
)−1

.

A3.3 Alternative matrix bound on covariate balance (Proposi-
tion 2)

We now present an identity which allows for an alternative form of the matrix upper bound
on the covariate balance. This alternative form expresses the upper bound as the weighted
harmonic mean of two matrices, which allows for different insights on covariate balance, as
discussed in Section 8.

Proposition 2. Under the Gram–Schmidt Walk design, the covariance matrix of Xᵀ
z is

bounded in the Loewner order by

Cov(X
ᵀ
z) �

(
φ(X

ᵀ
X)† + (1− φ)(ξ2Π)†

)†
,

where Π is the orthogonal projection onto the rows of the covariate matrix X and A†

denotes the pseudo-inverse of A.

Proof. After rearranging terms, Lemma 3 shows that

Cov(X
ᵀ
z) �Xᵀ(

φI + (1− φ)ξ−2XX
ᵀ)−1

X.

To prove the current proposition, we will show that we may re-write this matrix upper
bound as

X
ᵀ(
φI + (1− φ)ξ−2XX

ᵀ)−1
X =

(
φ(X

ᵀ
X)† + (1− φ)(ξ2Π)†

)†
We do so by reasoning about the singular value decomposition of the covariate matrix
X. To this end, let X = UΣV

ᵀ be the singular value decomposition. We only consider
the case where d ≤ n, as the case where d > n follows in a similar manner. If d ≤ n,
then U is a n-by-n orthogonal matrix, Σ is an n-by-n diagonal matrix with non-negative
diagonal entries, and V is a d-by-n matrix with orthogonal rows. Using the singular value
decomposition and orthogonality properties of U , we have that

X
ᵀ(
φI + (1− φ)ξ−2XX

ᵀ)−1
X
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= V ΣU
ᵀ(
φI + (1− φ)ξ−2UΣV

ᵀ
V ΣU

ᵀ)−1
UΣV

ᵀ (SVD)

= V ΣU
ᵀ(
φUU

ᵀ
+ (1− φ)ξ−2UΣV

ᵀ
V ΣU

ᵀ)−1
UΣV

ᵀ (UU ᵀ
= I)

= V ΣU
ᵀ(
U
(
φI + (1− φ)ξ−2ΣV

ᵀ
V Σ

)
U

ᵀ)−1
ΣV

ᵀ (distributing U )

= V ΣU
ᵀ
U
(
φI + (1− φ)ξ−2ΣV

ᵀ
V Σ

)−1
U

ᵀ
UΣV

ᵀ (inverse and U−1 = U
ᵀ)

= V Σ
(
φI + (1− φ)ξ−2ΣV

ᵀ
V Σ

)−1
ΣV

ᵀ (UU ᵀ
= I)

We can compute the pseudo-inverse of this matrix as(
X

ᵀ(
φI + (1− φ)ξ−2XX

ᵀ)−1
X
)†

=
(
V Σ

(
φI + (1− φ)ξ−2ΣV

ᵀ
V Σ

)−1
ΣV

ᵀ
)†

= V Σ†
(
φI + (1− φ)ξ−2ΣV

ᵀ
V Σ

)
Σ†V

ᵀ

= φV (Σ†)2V
ᵀ

+ (1− φ)ξ−2V Σ†ΣV
ᵀ
V ΣΣ†V

ᵀ

= φV (Σ†)2V
ᵀ

+ (1− φ)ξ−2(V Σ†ΣV
ᵀ
)2,

where the third equality follows from distributing the outer matrices. We analyze each
term separately, beginning with the left term. Note that

X
ᵀ
X = V ΣU

ᵀ
UΣV

ᵀ
= V Σ2V

ᵀ

and so by the orthogonality of rows of V , one can check that

(X
ᵀ
X)† = V (Σ2)†V

ᵀ
= V (Σ†)2V

ᵀ
.

The matrix in the second term is equal to the orthogonal projection matrix onto the row
span ofX. To see this, observe that V Σ†ΣV

ᵀ is the sum of the outer products of the right
singular vectors corresponding to positive singular values. Because these vectors form an
orthonormal basis for the row span of X, the sum of their outer products is the projection
matrix Π. As Π2 = Π = Π†,

(1− φ)ξ−2(V Σ†ΣV
ᵀ
)2 = (1− φ)ξ−2Π2 = (1− φ)ξ−2Π† = (1− φ)(ξ2Π)†.

Putting these two terms together, we arrive at(
X

ᵀ(
φI + (1− φ)ξ−2XX

ᵀ)−1
X
)†

= φ(X
ᵀ
X)† + (1− φ)(ξ2Π)†.

The proof is completed by taking the pseudoinverse of both sides.
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A3.4 Examples of the balance-robustness frontier

In this section, we provide a family of covariate matrices for which no design will be able
to uniformly perform much better than the Gram–Schmidt Walk design in terms of the
balance-robustness tradeoff.

This family of covariate matrices is constructed by creating groups of units where the
covariate vectors are identical within groups and orthogonal between groups. There will
be d groups, each of an odd size k ≥ 3, so that there are n = dk units. Let v1, . . .vd be
d-dimensional orthonormal vectors. In our example, all units in the `th group will have the
covariate vector v`. Thus, the n-by-d covariate matrix X is obtained by stacking k copies
of each of these orthonormal vectors.

Our goal is to show that if a design balances these covariates, then it does so necessarily
at the expense of robustness. The main idea is that if the spectral norm of Cov(X

ᵀ
z) is

small, then there is a d-dimensional subspace of Rn where the quadratic form in Cov(z) is
small. Together with a trace argument, this implies a lower bound on the spectral norm of
Cov(z).

Proposition A1. Let X be the n-by-d covariate matrix described above. For any design
satisfying Pr(zi = 1) = 1/2 for all units and ‖Cov(X

ᵀ
z)‖ ≤ c,

‖Cov(z)‖ ≥ 1 +
1

k
− c− 1

k(k − 1)
.

Proof. The condition ‖Cov(X
ᵀ
z)‖ ≤ c implies that for any θ ∈ Rd,

(Xθ)
ᵀ

Cov(z)(Xθ) = θ
ᵀ
X

ᵀ
Cov(z)Xθ = θ

ᵀ
Cov(Xz)θ ≤ c‖θ‖2. (A7)

We are interested in the d vectors wi = 1√
k
Xei for i = 1, 2, . . . d, which correspond to

θi = 1√
k
ei. We claim that the vectors w1,w2, . . .wd are orthonormal, which follows from

the orthogonality of the covariate vectors. To see this, observe that

〈wi,wj〉 =

(
1√
k
Xei

)ᵀ(
1√
k
Xej

)
=

1

k
e
ᵀ
i (X

ᵀ
X)ej =

1

k
e
ᵀ
i (k · I)ej = 1[i = j].

Furthermore, we have that ‖θi‖2 = 1
k
and so by (A7), we have that

w
ᵀ
i Cov(z)wi ≤

c

k
for i = 1, 2, . . . d, (A8)

Inequality (A8) demonstrates that the d-dimensional subspace span{w1,w2, . . .wd} has
a quadratic form in Cov(z) which is at most c

k
. The Courant–Fischer theorem implies

that λd ≤ c
k
, where the eigenvalues of Cov(z) are ordered as λ1 ≤ λ2 ≤ · · · ≤ λn. By
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assumption, the design satisfies the property Pr(zi = 1) = 1/2 for all units i ∈ [n] which
means that the diagonal entries of Cov(z) are 1, which in turn implies that the trace is n.
Combining these facts yields the inequality

n = tr(Cov(z)) =
n∑
i=1

λi =
d∑
i=1

λi +
n∑

i=d+1

λi ≤
dc

k
+

n∑
i=d+1

λi.

Rearranging this equation yields
∑n

i=d+1 λi ≥ n− dc
k
. Applying this to an averaging argu-

ment yields the desired lower bound on the largest eigenvalue of Cov(z):

λn ≥
1

n− d

n∑
i=d+1

λi ≥
1

n− d

[
n− dc

k

]
= 1 +

1

k
− c− 1

k(k − 1)
.

We remark that Proposition A1 can only be applied for values of c ≥ 1, because any
design satisfying Pr(zi = 1) = 1/2 for all units must also satisfy ‖Cov(X

ᵀ
z)‖ ≥ 1. To see

this, let an assignment vector z ∈ {±1}n be given and observe that

‖Xᵀ
z‖2 =

∥∥∥ n∑
i=1

zixi

∥∥∥2 =
∥∥∥ d∑
j=1

( ∑
i:xi=vj

zi

)
vj

∥∥∥2 =
d∑
j=1

( ∑
i:xi=vj

zi

)2
‖vj‖2 ≥ d,

where the last equality followed from orthogonality of the vectors v1, . . .vd and the inequal-
ity followed from ‖vi‖ = 1 and also that the sum of the ±1 assignment vector coordinates
within a group must be odd because k is odd. The condition Pr(zi = 1) = 1/2 implies that
the average assignment vector is zero. Using this and the linearity and cyclic properties of
the trace, we have

tr(Cov(X
ᵀ
z)) = tr(E[X

ᵀ
zz

ᵀ
X]) = E[tr(X

ᵀ
zz

ᵀ
X)] = E[tr(z

ᵀ
XX

ᵀ
z)] = E[‖Xᵀ

z‖2] ≥ d

Thus, a trace argument shows that the largest eigenvalue of Cov(X
ᵀ
z) is at least one.

Ordering the eigenvalues of Cov(X
ᵀ
z) as λ1 ≤ λ2 ≤ · · · ≤ λd, we have

‖Cov(X
ᵀ
z)‖ = λd ≥

1

d

d∑
i=1

λi ≥
1

d
· d = 1.

Finally, we remark on how to rearrange the terms in Proposition A1 to obtain the
trade-off inequality stated in Section 9. One can verify that Xᵀ

X = k ·I and so its largest
eigenvalue is k. Likewise, the maximum row norm is 1. Thus, for any value of φ ∈ (0, 1),(

φλ−1G + (1− φ)ξ−2
)−1

= (φ/k + (1− φ))−1
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Setting c = (φ/k + (1− φ))−1 in Proposition A1 yields the lower bound

‖Cov(z)‖ ≥ 1 +
1

k
− c− 1

k(k − 1)
=

1 + k(1− φ)

φ+ k(1− φ)
.

A4 Estimating the ridge regression loss

In this section, we discuss estimators for the ridge loss quantity, which appears in our
variance upper bound and our confidence intervals. We begin by deriving and analyzing
the Horvitz–Thompson estimator for the ridge loss proposed in Section 11.3 in the setting
where individual treatment probabilities are uniform across treatments for all units, i.e.,
Pr(zi = 1) = 1/2 for all i ∈ [n]. Our analysis shows that this estimator is conservative
in expectation. We then prove two different lower bounds on the second-order assignment
probabilities which are used in the proof of conservativeness. Next, we derive the more
general form of the Horvitz–Thompson estimator for the ridge loss when the individual
treatment probabilities are arbitrary. Finally, we discuss an alternative estimator for the
ridge loss which does not require estimation of the second-order assignment probabilities.

A4.1 Derivation of the ridge loss estimator (Proposition 4)

In this section, we derive the form for the Horvitz–Thompson estimator for the ridge loss
discussed in Section 11.3 and we prove that it is conservative in expectation. We focus here
on the setting where first-order assignment probabilities are uniform across treatments for
all units: Pr(zi = 1) = 1/2 for all units i ∈ [n]. In this case, recall that the ridge loss is
defined as

L =
1

n
µ

ᵀ
Qµ where Q =

(
B

ᵀ
B
)−1

=
(
φI+(1−φ)ξ−2XX

ᵀ
)−1

and µ =
a+ b

2
.

The ridge loss defined above contains terms like aibi, which are never observed. In Sec-
tion 11.3, we derived an estimable upper bound on the ridge loss which only depended on
observable quantities:

4nL ≤ aᵀ[
Q+ diag(Q)

]
a+ b

ᵀ[
Q+ diag(Q)

]
b+ 2a

ᵀ[
Q− diag(Q)

]
b.

Note that a factor of 4 appears in the left hand side for clarity of the right hand side. The
Horvitz–Thompson estimator we derive will estimate this upper bound. Using qij to denote
the entry in the ith row and jth column of Q, we may write the individual terms in this
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upper bound as

n∑
i=1

n∑
j=1

(1 + 1[i = j])aiajqij +
n∑
i=1

n∑
j=1

(1 + 1[i = j])bibjqij + 2
n∑
i=1

n∑
j=1

1[i 6= j]aibjqij.

A Horvitz–Thompson estimator L̂ of this upper bound is written as

4nL̂ =
∑
i∈Z+

∑
j∈Z+

(1 + 1[i = j])
aiajqij

Pr(zi = 1, zj = 1)

+
∑
i∈Z−

∑
j∈Z−

(1 + 1[i = j])
bibjqij

Pr(zi = −1, zj = −1)

+ 2
∑
i∈Z+

∑
j∈Z−

aibjqij
Pr(zi = 1, zj = −1)

=
n∑
i=1

[
2y2i

Pr(zi)
qii +

∑
j 6=i

yiyj
Pr(zi, zj)

qij

]
.

The last expression is written in terms of the observed outcomes y1, . . . yn, and we use Pr(zi)

and Pr(zi, zj) to denote the probability of the observed individual and pair of assignments.
That is, Pr(zi) is the probability that unit i is assigned to treatment zi, and Pr(zi, zj) is
the probability that units i and j simultaneously are assigned to treatments zi and zj,
respectively. Bringing the factor of 4n to the right hand side and writing it in matrix
notation, we have that L̂ = yᵀQ̂y/n, where Q̂ is a random matrix depending on z whose
entries are

q̂ij =

{
qii

2Pr(zi)
if i = j,

qij
4Pr(zi,zj)

otherwise.

Recall that we are considering the case where all units are assigned to either treatment
with equal probabilities: Pr(zi = 1) = 1/2 for all i ∈ [n]. In this case, the entries of the
matrix are

q̂ij =

{
qii if i = j,

qij
1+zizj E[zizj ]

otherwise,

because 4 Pr(zi = vi, zi = vj) = 1 + vivj E[zizj] as shown by the following lemma.

Lemma A11. For any two random variables zi and zj with support {±1}, and for any
realizations vi, vj ∈ {±1},

Pr(zi = v1, zj = v2) =
1

4

(
1 + v1 E[zi] + v2 E[zj] + v1v2 E[zizj]

)
.
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Proof. Because the variables zi and zj only take values ±1, the indicator function may be
expressed as

1[zi = v1, zj = v2] =
1

4
(ziv1 + 1)(zjv2 + 1) =

1

4
(1 + v1zi + v2zj + v1v2zizj).

The lemma follows when we take the expectation of this expression:

Pr(zi = v1, zj = v2) = E
[
1[zi = v1, zj = v2]

]
=

1

4

(
1 + v1 E[zi] + v2 E[zj] + v1v2 E[zizj]

)
.

We now prove that the Horvitz-Thompson estimator for the ridge loss is conservative
in expectation when the individual treatment probabilities are uniform across treatments
for all units. The proof uses Lemma 4, which shows that all second order treatment
probabilities are nonzero; however, the proof of this fact contains many technical details so
we defer it to the next section.

Proposition 4. The ridge loss estimator is conservative in expectation: E[L̂] ≥ L.

Proof. Recall that the Horvtiz-Thompson estimator of the ridge loss is constructed as

L̂ =
1

4n

[∑
i∈Z+

∑
j∈Z+

(1 + 1[i = j])
aiajqij

Pr(zi = 1, zj = 1)

+
∑
i∈Z−

∑
j∈Z−

(1 + 1[i = j])
bibjqij

Pr(zi = −1, zj = −1)
+ 2

∑
i∈Z+

∑
j∈Z−

aibjqij
Pr(zi = 1, zj = −1)

]
.

By Lemma 4, all second order assignment probabilities are nonzero. Not only does this
imply that the terms in the estimator are well defined, it also implies that the expectation
of the estimator is equal to the bound of L. In particular, consider the term

aiajqij
Pr(zi = 1, zj = 1)

which appears in the sum when zi = zj = 1. This happens with probability Pr(zi = 1, zj =

1) > 0. Thus, in expectation, this term contributes aiajqij to the sum. A similar argument
shows that the expectation of the entire estimator is equal to the bound of L. Thus,

E[L̂] =
1

4n

[
a
ᵀ[
Q+ diag(Q)

]
a+ b

ᵀ[
Q+ diag(Q)

]
b+ 2a

ᵀ[
Q− diag(Q)

]
b

]
≥ L.
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A4.2 Second-order assignment probabilities (Lemma 4)

In order to analyze the expectation of the Horvitz–Thompson estimator for the ridge re-
gression loss, we require that all second order assignment probabilities are nonzero. In this
section, we prove that this is indeed a property of the Gram–Schmidt Walk design. At
the end of the section, we demonstrate a different bound on the second order assignment
probabilities which does not depend on the sample size.

In order to show that the second order assignment probabilities are nonzero, we analyze
the fractional assignments at the end of the first iteration. The main point of our argument
is that for any pair of units i, j ∈ [n] and assignments vi, vj ∈ {±1}, there exists a choice of
first pivot p1 and first step size δ1 so that, conditioned upon this choice, the probability of
setting zi = vi and zi = vj in later iterations is nonzero. Our proof technique requires that
each unit has equal probability of being assigned either treatment, i.e., Pr(zi = 1) = 1/2

for all i ∈ [n]. Recall that this occurs by setting the initial fractional assignment vector as
z1 = 0.

We begin by presenting a basic lemma which bounds the joint probability of two binary
random variables in terms of their marginal probabilities.

Lemma A12. For any discrete random variables X and Y ,

Pr(X = x, Y = y) ≥ Pr(X = x)− Pr(Y 6= y).

Proof. Observe that by probability axioms,

Pr(X = x, Y = y) = Pr(X = x)− Pr(X = x, Y 6= y) ≥ Pr(X = x)− Pr(Y 6= y).

Next, we derive a unit’s marginal probability of assignment conditional on the outcome
of the first iteration.

Lemma A13. The conditional probability that unit i is assigned to treatment vi ∈ {±1}
given the random decisions of the algorithm in the first iteration is

Pr(zi = vi | p1, δ1) =
1

2

(
1 + viz2(i)

)
,

where we recall that z2 depends on p1 and δ1.

Proof. For any ±1 random variable X and realization v ∈ {±1}, we have that Pr(X =

v) = 1
2
(1 − v E[X]). Using this expression and the martingale property of the fractional

assignments (Lemma 2), we have that

Pr(zi = vi | p1, δ1) =
1

2

(
1 + vi E[zT (i) | p1, δ1]

)
=

1

2

(
1 + viz2(i)

)
.
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To reason about the fractional assignment z2, we have to reason about the step direc-
tion vector u1. We now demonstrate how to derive a matrix which contains all possible
realizations of u1 as its columns, up to scaling.

The step direction u1 is completely determined by the choice of pivot p1. Because we
are only considering the first iteration, we drop the subscript 1 for now and, instead, write
up to denote the step direction when the unit p is chosen as the first pivot. We claim that
the step direction is given by

up =
Q(:, p)

Q(p, p)
where Q =

(
B

ᵀ
B
)−1

=
(
φI + (1− φ)ξ−2XX

ᵀ
)−1

and Q(:, i) denotes the ith column of Q and Q(i, j) denotes the entry in the ith row and
jth column of Q. To see this, recall that the first step direction is obtained by setting the
pivot coordinate up(p) = 1 and choosing the remaining coordinates as minimizers of the
least squares problem

up([n] \ p) = arg min
ui:i 6=p

∥∥∥bp +
∑
i 6=p

uibi

∥∥∥2.
When the vectors b1, b2, . . . bn are linearly independent, the solution is unique and the
matrix (B

ᵀ
B)−1 exists. Recall that the augmented covariate vectors used in the Gram–

Schmidt Walk design are linearly independent by construction for design parameters φ > 0.
By first-order optimality conditions, the entire vector up should satisfy the property that
the vector

Bup = bp +
∑
i 6=p

uibi

is orthogonal to all bi with i 6= p. That is,

0 =
〈
bi,Bup

〉
=
〈
Bei,Bup

〉
=
〈
B

ᵀ
Bei,up

〉
for all i 6= p.

The columns of Q = (B
ᵀ
B)−1 satisfy this orthogonality property, as

〈Bᵀ
Bei, (B

ᵀ
B)−1ep〉 = e

ᵀ
iB

ᵀ
B(B

ᵀ
B)−1ep = e

ᵀ
i Iep = 1[i = p].

Thus, by dividing the pth column Q(:, p) by the Q(p, p) diagonal entry, the pth coordinate
becomes one and we obtain the direction up.

In order to understand the step direction in the first iteration, we will prove properties
of the matrix Q. Before doing so, we introduce the following technical lemma.

Lemma A14. Let A be an n-by-n positive semidefinite matrix with diagonal entries at
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most 1. For any γ > 0, the matrix M = (A+ γI)−1 satisfies

M(i, j)2 ≤ (1 + γ)−2M (i, i)M(j, j) for all i 6= j ∈ [n].

Proof. Let S = {i, j} be a pair of indices and define R = [n] \ S to be the remaining
indices. We are interested in the principal submatrix M(S, S). By using the expression
for the inverse of a block matrix, we may express this principal submatrix as

M (S, S) =
(
A+ γI

)−1
(S, S) (definition of M)

=
(
A(S, S) + γIS −A(S,R)

(
A(R,R) + γIR

)−1
A(R, S)

)−1
(block matrix inverse)

=
(
A(S, S)−A(S,R)

(
A(R,R) + γIR

)−1
A(R, S) + γIS

)−1
(rearranging terms)

=
(
BS + γIS

)−1
, (defining BS)

where the matrices IS and IR are identity matrices of the appropriate sizes.
We claim that BS is positive semidefinite with diagonal entries at most one. The posi-

tive semidefinite property follows because BS is the Schur complement of A(R,R) + γIR
onto the block S. The matrix A(R,R) + γIR is positive semidefinite so that the ma-
trix A(S,R)(A(R,R) + γIR)−1A(R, S) is positive semidefinite and thus has non-negative
diagonals. The diagonal entries of A(S, S) are at most one by assumption and because
the diagonal entries of A(S,R)(A(R,R) + γIR)−1A(R, S) are non-negative, the diagonal
entries of BS are at most one.

Thus, the 2-by-2 matrix M(S, S)−1 may be expressed as

M(S, S)−1 = BS + γI =

(
α η

η β

)
+ γI =

(
α + γ η

η β + γ

)
,

where the inequalities η2 ≤ αβ and α, β ≤ 1 follow because B is positive semidefinite with
diagonals at most 1. For γ > 0 this matrix is invertible, so

M(S, S) =
1

detM (S, S)−1

(
β + γ −η
−η α + γ

)
.

If η = 0 then M (i, j) = 0 so the desired inequality holds. Otherwise, η2 > 0 and using
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the properties of BS, we have that

M (i, i)M(j, j)

M (i, j)2
=

(β + γ)(α + γ)

η2
≥ (β + γ)(α + γ)

αβ
=
(

1 +
γ

β

)(
1 +

γ

α

)
≥ (1 + γ)2.

Rearranging terms yields the desired inequality.

We now derive properties of the matrix Q which allow us to further reason about the
step direction in the first iteration.

Lemma A15. The n-by-n matrix Q = (B
ᵀ
B)−1 = (φI + (1− φ)ξ−2XX

ᵀ
)−1 satisfies the

following properties for all pairs of units i 6= j ∈ [n]:

1. Diagonal entries are lower bounded by Q(i, i) ≥ 1.

2. Off-diagonal entry upper bounded by |Q(i, j)| ≤ 1−φ
φ
.

3. All 2-by-2 principal submatrices admit the bound Q(i, j)2 ≤ (1− φ)2Q(i, i)Q(j, j).

Proof. To begin proving the statements of the theorem, we derive the entries of the matrix
Q. By rearranging terms and using the Woodbury identity,

Q =
(
φIn + (1− φ)ξ−2XX

ᵀ
)−1

= φ−1

[
In +

(1− φ)

φξ2
XX

ᵀ

]−1
(rearranging terms)

= φ−1

[
In −

1− φ
φξ2

X
(
Id +

1− φ
φξ2

X
ᵀ
X
)−1

X
ᵀ

]
(Woodbury identity)

= φ−1

[
In −X

(
X

ᵀ
X +

φξ2

1− φ
Id

)−1
X

ᵀ

]
. (rearranging terms)

So the entries of the matrix Q may be computed directly as

Q(i, j) = e
ᵀ
iQej = φ−1

(
1[i = j]− xᵀ

i

(
X

ᵀ
X +

φξ2

1− φ
Id

)−1
xj

)
.

We will now bound a relevant quadratic form. Note that for any unit i, we have the
following matrix bound: Xᵀ

X =
∑n

j=1 xjx
ᵀ
j � xix

ᵀ
i . This implies the matrix inequality(

X
ᵀ
X +

φξ2

1− φ
Id

)−1
�

(
xix

ᵀ
i +

φξ2

1− φ
Id

)−1
for all i ∈ [n].
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Set α = φξ2/(1− φ). Using the matrix bound above and the Sherman–Morrison formula,
we may bound the quadratic form as

x
ᵀ
i

(
X

ᵀ
X + αId

)−1
xi ≤ x

ᵀ
i

(
xix

ᵀ
i + αId

)−1
xi (matrix bound above)

= x
ᵀ
i

(
α−1Id −

α−2xix
ᵀ
i

1 + α−1‖xi‖2

)
xi (Sherman–Morrison)

=

(
α−1‖xi‖2 −

α−2‖xi‖4

1 + α−1‖xi‖2

)
(distributing terms)

=
‖xi‖2

α + ‖xi‖2
(rearranging terms)

=
‖xi‖2

φξ2

1−φ + ‖xi‖2
=

‖xi‖2/ξ2
φ

1−φ + ‖xi‖2/ξ2
(substituting α)

≤ 1
φ

1−φ + 1
= 1− φ,

where the second inequality follows from the facts that ‖xi‖ ≤ maxk∈[n]‖xk‖ = ξ and that
for all a > 0, the function fa(y) = y2

a+y2
is increasing for y ≥ 0.

We now demonstrate the lower bound on diagonal entries of the matrix Q. Using the
closed form expression for the entries derived above and the bound on the quadratic form,
we have

Q(i, i) = φ−1

(
1− xᵀ

i

(
X

ᵀ
X +

φξ2

1− φ
Id

)−1
xi

)
≥ φ−1(1− (1− φ)) = φ−1φ = 1.

Next, we demonstrate the upper bound on the magnitude of the off-diagonal entries.
Using the closed form expression for these entries derived above, the Cauchy-Schwartz
inequality, and the above bound on the quadratic form, we have

Q(i, j)2 = φ−2
(
x
ᵀ
i

(
X

ᵀ
X +

φξ2

1− φ
Id

)−1
xj

)2
= φ−2

〈(
X

ᵀ
X +

φξ2

1− φ
Id

)−1/2
xi,
(
X

ᵀ
X +

φξ2

1− φ
Id

)−1/2
xj

〉2
≤ φ−2

∥∥∥(Xᵀ
X +

φξ2

1− φ
Id

)−1/2
xi

∥∥∥2∥∥∥(Xᵀ
X +

φξ2

1− φ
Id

)−1/2
xj

∥∥∥2 (Cauchy-Schwartz)

= φ−2

(
x
ᵀ
i

(
X

ᵀ
X +

φξ2

1− φ
Id

)−1
xi

)(
x
ᵀ
j

(
X

ᵀ
X +

φξ2

1− φ
Id

)−1
xj

)
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≤ φ−2(1− φ)2 =
(1− φ

φ

)2
, (bound above)

which establishes the upper bound on the off diagonal entries, |Q(i, j)| ≤ (1− φ)/φ.
Finally, we demonstrate the bound on 2-by-2 principal submatrices. Define

M =
(
ξ−2XX

ᵀ
+

φ

1− φ
I
)−1

.

By rearranging terms, we have

Q =
(
φI + (1− φ)ξ−2XX

ᵀ
)−1

= (1− φ)−1
(
ξ−2XX

ᵀ
+

φ

1− φ
I
)−1

= (1− φ)−1M .

As ξ = maxi∈[n]‖xi‖ and the diagonal entries of XXᵀ are ‖xi‖2, the matrix ξ−2XX
ᵀ

is positive semidefinite with diagonal entries at most 1. Note that the entries of Q are
the same as the entries of M , up to a common factor. Thus, we may apply Lemma A14
with A = ξ−2XX

ᵀ and γ = φ
1−φ to obtain the third inequality in the statement of the

proposition:

Q(i, j)2 ≤
(

1 +
φ

1− φ

)−2
Q(i, i)Q(j, j) = (1− φ)2Q(i, i)Q(j, j).

We now have the tools to prove the proposition of interest, namely that all pairwise
second order assignment probabilities are nonzero.

Lemma 4. The second-order assignment probabilities are bounded away from zero under
the Gram–Schmidt Walk design for all pairs of units and all treatments:

Pr
(
(zi, zj) = v

)
>

1

4n
min

{
φ,

φ2

1− φ

}
for all i 6= j and all v ∈ {±1}2.

Proof. Let i, j ∈ [n] be two arbitrary but distinct units such that Q(i, i) ≥ Q(j, j), which
is without loss of generality because of symmetry. We begin by lower bounding the second-
order assignment probability conditioned on the random decisions made in the first itera-
tion, namely the first pivot p1 and the step size δ1:

Pr(zi = vi, zj = vj | p1, δ1)
≥ Pr(zi = vi | p1, δ1)− Pr(zj 6= vj | p1, δ1) (Lemma A12)

=
1

2

(
1 + vi E[z2(i) | p1, δ1]

)
− 1

2

(
1− vi E[z2(i) | p1, δ1]

)
(Lemma A13)

93



=
1

2

(
vi E[z2(i) | p1, δ1] + vj E[z2(j) | p1, δ1]

)
(rearranging terms)

=
1

2

(
viδ1u1(i) + vjδ1u1(j)

)
(update rules, z1 = 0)

=
1

2
δ1

(
viu1(i) + vju1(j)

)
. (rearranging terms)

We continue by conditioning on the event that the first pivot is unit i, so that p1 = i. Once
the pivot is determined, the first step direction u1 has been determined. We claim that
when i is chosen as the pivot, the step direction u1 satisfies the following properties:

1. u1(i) = 1

2. maxk∈[n]|u1(k)| ≤ max{1, 1−φ
φ
}

3. |u1(j)| ≤ 1− φ

The first property follows directly from p1 = i. The second property follows by considering
two types of coordinates of u1. As we already noted, the pivot coordinate is u1(i) = 1. We
bound the magnitude of non-pivot coordinates k 6= i by combining statements (1) and (2)
of Lemma A15,

∣∣u1(k)
∣∣ =

∣∣〈u1, ek〉
∣∣ =

∣∣∣∣∣
〈
Q(:, i)

Q(i, i)
, ek

〉∣∣∣∣∣ =

∣∣∣∣∣Q(k, i)

Q(i, i)

∣∣∣∣∣ =
|Q(k, i)|
Q(i, i)

≤ |Q(k, i)| ≤ 1− φ
φ

.

Combining these two yields that |u1(k)| ≤ max{1, 1−φ
φ
} for all k ∈ [n]. The third property

follows by the assumption thatQ(i, i) ≥ Q(j, j) and the third part of Lemma A15. Namely,
that

u1(j)
2 =

Q(i, j)2

Q(i, i)2
≤ Q(i, j)2

Q(i, i)Q(j, j)
≤ (1− φ)2,

which demonstrates that |u1(j)| ≤ 1− φ, as desired.
Because the initial fractional assignment is z1(i) = 0, the first step size δ1 is randomly

chosen as

δ1 =

 δ+1 =
(

maxk∈[n]|u1(k)|
)−1

with probability 1/2

δ−1 =
(

maxk∈[n]|u1(k)|
)−1

with probability 1/2

Suppose that we further condition on the choice of step size so that δ1vi ≥ 0. We refer
to this choice of step size as δvi1 . Conditioning on this choice of step size and using the
properties of the step direction u1 yields

2 Pr(zi = vi, zj = vj | p1, δ1) = δ1

(
viu1(i) + vju1(j)

)
(from above)

= δ1

(
vi + vju1(j)

)
(property 1 of u1)
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=
(

max
k∈[n]
|u1(k)|

)−1(
1 + vivju1(j)

)
(choice of δ1)

≥
(

max
{

1,
1− φ
φ

})−1(
1 + vivju1(j)

)
(property 2 of u1)

= min
{

1,
φ

1− φ

}(
1 + vivju1(j)

)
≥ min

{
1,

φ

1− φ

}(
1− |u1(j)|

)
(vivj ∈ {±1})

≥ min
{

1,
φ

1− φ

}
· φ (property 3 of u1)

= min
{
φ,

φ2

1− φ

}
Recall that the first pivot is chosen uniformly at random from the set of all n units, so

that the probability unit i is chosen as pivot is 1/n. In addition, the step size considered
above is chosen with probability 1/2. Thus, the probability of choosing the pivot to be i
and the step size to be δvi1 is 1/2n. Using this and the above inequalities, we have that

Pr(zi = vi, zj = vj) ≥ Pr(p1 = i, δ1 = δvi1 ) · Pr(zi = vi, zj = vj | p1 = i, δ1 = δvi1 )

≥ 1

2n
· 1

2
δ1

(
viu1(i) + vju1(j)

)
≥ 1

4n
min

{
φ,

φ2

1− φ

}
.

The lower bound in Lemma 4 holds for all pairs of treatment assignments and any co-
variate matrix. In this sense, Lemma 4 is a worst-case bound, and we conjecture that it is
tight. However, we have observed that most of the second-order assignment probabilities
are considerably closer to 1/4 that what the bound in Lemma 4 suggests. Note that 1/4 is
the value of all second order assignment probabilities when the individual assignments are
independent. We provide some theoretical justification for this observation in Lemma A16,
which bounds the absolute difference between 1/4 and all second order assignment proba-
bilities. In particular, for design parameters in the range φ ∈ [0.8, 1], Lemma A16 provides
a lower bound on all second order assignment probabilities which is independent of the
sample size n. We remark that the fact that the lower bound becomes vacuous for φ < 0.8

is a consequence of the proof technique in Lemma A16, and it is not a reflection of a
property of the design itself.

Lemma A16. The second-order assignment probabilities under the Gram–Schmidt Walk
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design satisfy∣∣Pr
(
(zi, zj) = v

)
− 1/4

∣∣ ≤ 1− φ
φ

for all i 6= j and all v ∈ {±1}2.

Proof. Let i, j ∈ [n] be two arbitrary but distinct units. Consider a vector µ = (µ1, . . . µn)

such that µk = 0 for all k 6∈ {i, j} and

µi =
√

1/2 and µj =

{√
1/2 if Cov(zi, zj) ≥ 0,

−
√

1/2 if Cov(zi, zj) < 0.

Observe that this implies that ‖µ‖ = 1.
The value of the quadratic form in Cov(z) evaluated at vector µ is

µ
ᵀ

Cov(z)µ = µ2
i + µ2

j + 2µiµj Cov(zi, zj) = 1 +
∣∣Cov(zi, zj)

∣∣,
because 2µiµj Cov(zi, zj) =

∣∣Cov(zi, zj)
∣∣.

From Theorem 2, the largest eigenvalue of Cov(z) is at most 1/φ, so by the Courant–
Fischer theorem,

1 +
∣∣Cov(zi, zj)

∣∣ = µ
ᵀ

Cov(z)µ ≤ ‖µ‖2 · max
‖v‖=1

vᵀ Cov(z)v

vᵀv
≤ ‖µ‖2/φ = 1/φ.

Rearranging this inequality yields ∣∣Cov(zi, zj)
∣∣ ≤ 1− φ

φ
.

Recall that each unit is assigned to either treatment with equal probability so that E[zi] =

E[zj] = 0, which implies that Cov(zi, zj) = E[zizj]. By Lemma A11 for any treatment
assignments v ∈ {±1}2,

∣∣Pr
(
(zi, zj) = v

)
− 1/4

∣∣ =
∣∣E[zizj]

∣∣ ≤ 1− φ
φ

.

A4.3 Alternative ridge loss estimator

Unlike the estimator of L presented in the main paper, the estimator presented in this
subsection does not require that the second-order assignment probabilities are known, and
it may therefore be used when it is infeasible to run a Monte Carlo to estimate these
probabilities.
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Recall the ridge loss in Theorem 3:

L = min
β∈Rd

[
1

φn

∥∥µ−Xβ∥∥2 +
ξ2

(1− φ)n

∥∥β∥∥2],
where µ = (a+ b)/2 is the average potential outcome vector. The alternative estimator of
L is constructed in two steps. First, we construct an upper bound for L that only depends
on the marginal distributions of the potential outcomes, then we provide an estimator of
the bound.

Lemma A17. For all covariate matrices X and all potential outcomes a and b,

L = min
β∈Rd

[
1

φn

∥∥µ−Xβ∥∥2 +
ξ2

(1− φ)n

∥∥β∥∥2] ≤ La + Lb
2

where

La = min
β∈Rd

[
1

φn

∥∥a−Xβ∥∥2+ ξ2

(1− φ)n

∥∥β∥∥2] and Lb = min
β∈Rd

[
1

φn

∥∥b−Xβ∥∥2+ ξ2

(1− φ)n

∥∥β∥∥2].
Proof. Let β∗a and β∗b be the minimizers of La and Lb. Define βw = (β∗a + β∗b)/2. By
construction,

L = min
β∈Rd

[
1

φn

∥∥µ−Xβ∥∥2 +
ξ2

(1− φ)n

∥∥β∥∥2] ≤ 1

φn

∥∥µ−Xβw∥∥2 +
ξ2

(1− φ)n

∥∥βw∥∥2.
Recall that µ = (a+ b)/2, so

1

φn

∥∥µ−Xβw∥∥2+ ξ2

(1− φ)n

∥∥βw∥∥2 =
1

φn

∥∥∥∥(a−Xβ∗a) + (b−Xβ∗b)
2

∥∥∥∥2+ ξ2

(1− φ)n

∥∥∥∥β∗a + β∗b
2

∥∥∥∥2.
By applying the triangle inequality followed by Young’s inequality for products, we obtain
that for any two vectors v1 and v2,∥∥∥∥v1 + v2

2

∥∥∥∥2 ≤ (‖v1‖+ ‖v2‖
2

)2

≤ ‖v1‖
2 + ‖v2‖2

2
.

It follows that ∥∥∥∥(a−Xβ∗a) + (b−Xβ∗b)
2

∥∥∥∥2 ≤ ‖a−Xβ∗a‖2 + ‖b−Xβ∗b‖2

2
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and ∥∥∥∥β∗a + β∗b
2

∥∥∥∥2 ≤ ‖β∗a‖2 + ‖β∗b‖2

2
.

It remains to construct estimators for La and Lb. Because of symmetry, the estimators
will be identical, so we will focus on an estimator for La here. Suppose momentarily that β∗a
is known. The loss La is still unobserved because we generally do not observe all potential
outcomes in a even after assignment. The quantity can, however, be estimated using a
Horvitz–Thompson-type estimator:

L̂a =
2

φn

∑
i∈Z+

(
yi − 〈xi,β∗a〉

)2
+

ξ2

(1− φ)n

∥∥β∗a∥∥2.
The concern with this approach is, of course, that β∗a is not known, and it must generally
be estimated itself.

One way forward is to use external data to estimate the function. Let βe be a function
that is either fixed or random but independent of treatment assignment. With probability
one, we have

La = min
β∈Rd

[
1

φn

∥∥a−Xβ∥∥2 +
ξ2

(1− φ)n

∥∥β∥∥2] ≤ 1

φn

∥∥a−Xβe∥∥2 +
ξ2

(1− φ)n

∥∥βe∥∥2.
Hence using the estimator L̂a with βe substituted for β∗a will yield a conservative estimator
of La.

The concern now is that βe may far from β∗a if the external data are not representative
of the potential outcomes in the experiment. The estimator will in that case be exceedingly
conservative. The most natural way to estimate β∗a may be to use the experimental data
itself. Consider the estimator

L̂reg,a = min
β∈Rd

[
2

φn

∑
i∈Z+

(
yi − 〈xi,β〉

)2
+

ξ2

(1− φ)n

∥∥β∥∥2].
The concern with this estimator is that it is generally easier to predict the potential out-
comes in Z+ than it is in [n], so L̂reg,a will be systematically lower than La. Such overfitting
will be mild when d is small relative to n or when φ is close to one. It may be reasonable
to ignore the bias of L̂reg,a in those cases. The bound in Lemma A17 is generally not tight,
so it provides some margin of error with respect to underestimation of La and Lb.
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A4.4 Ridge loss estimator under non-uniform assignment proba-
bilities

The ridge loss estimator discussed in the main paper presumes that the first-order assign-
ment probabilities are uniform. In this section, we describe the modifications needed for
non-uniform assignment probabilities. The modified estimator can thus be used with the
non-uniform version of the Gram–Schmidt Walk design presented in Section 13.1 in the
main paper.

For each unit i ∈ [n], we use the shorthand that πi = Pr(zi = 1). As in Section A1.2,
we construct vectors which contain the potential outcomes normalized by the assignment
probabilities:

ã =

(
a1
2π1

, . . . ,
an
2πn

)
, b̃ =

(
b1

2(1− π1)
, . . . ,

bn
2(1− πn)

)
and µ̃ =

ã+ b̃

2
.

The ridge regression loss is now L = µ̃
ᵀ
Qµ̃. As before, this contains unobservable quantities

(e.g., aibi). We use the same type of bound discussed in Section 11.3 in the main paper to
obtain an observable upper bound:

4nL ≤ ãᵀ[
Q+ diag(Q)

]
ã+ b̃

ᵀ[
Q+ diag(Q)

]
b̃+ 2ã

ᵀ[
Q− diag(Q)

]
b̃.

We can write the bound as
n∑
i=1

n∑
j=1

(1 + 1[i = j])ãiãjqij +
n∑
i=1

n∑
j=1

(1 + 1[i = j])̃bib̃jqij + 2
n∑
i=1

n∑
j=1

1[i 6= j]ãib̃jqij,

where ã1, . . . , ãn and b̃1, . . . , b̃n are the elements of ã and b̃.
This suggests the following estimator of L in the non-uniform case:

L̃ =
1

n

∑
i∈Z+

∑
j∈Z+

(1 + 1[i = j])
ỹiỹjqij

4 Pr(zi = 1, zj = 1)

+
1

n

∑
i∈Z−

∑
j∈Z−

(1 + 1[i = j])
ỹiỹjqij

4 Pr(zi = −1, zj = −1)

+
2

n

∑
i∈Z+

∑
j∈Z−

1[i 6= j]
ỹiỹjqij

4 Pr(zi = 1, zj = −1)
,
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where ỹ = (ỹ1, . . . , ỹn) is an observed vector with elements

ỹi =

{
ãi if zi = 1,

b̃i if zi = −1.

Using Lemma A11 and the same approach as in Section A4.1, we can write the estimator
as

L̃ =
1

n
ỹ
ᵀ
Q̃ỹ,

where the representative element of the random matrix Q̃ is

q̃ij =

{
qii/
(
1 + zi E[zi]

)
if i = j,

qij/
(
1 + zi E[zi] + zj E[zj] + zizj E[zizj]

)
otherwise.

If one could extend Lemma 4 to non-uniform first-order assignment probabilities, the
proof of conservativeness of L̃ would be identical to the proof of Proposition 4.

A5 Extensions

In this section, we prove the group balanced property of the Balanced Gram–Schmidt Walk
design.

A5.1 Balanced Gram–Schmidt Walk Design (Proposition 6)

The following discussion proves the group-balancing property of the version of the Gram–
Schmidt Walk design presented in Section 13.2 in the main paper. Namely, the treatment
group sizes differ by at most one and under appropriate conditions, the group sizes are
fixed.

Proposition 6. With probability one under the group-balanced Gram–Schmidt Walk design,∣∣n+ − E[n+]
∣∣ < 1.

If E[n+] is an integer, then n+ = E[n+] with probability one.

Proof. Note that for any assignment vector z ∈ {±1}n, the difference between the sizes of
the two treatment groups is given by n+ − n− = 〈1, z〉. Taking expectations, we arrive at

E[n+ − n−] = E[〈1, z〉] = 〈1,E[z]〉 = 〈1, z1〉,
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where z1 is the initial fractional assignment and the last equality follows by the martingale
property. We can express the difference between group sizes in terms of the iterative
updates made by the group-balanced Gram–Schmidt Walk as

n+−n− = 〈1, z〉 = 〈1,
T∑
t=1

δtut+z1〉 =
T∑
t=1

δt〈1,ut〉+〈1, z1〉 =
T∑
t=1

δt〈1,ut〉+E[n+−n−].

For all but the final iteration, there is at least one alive unit which is not the pivot. Thus,
by the additional constraint in the group-balanced Gram–Schmidt Walk, we have that
〈1,ut〉 = 0 for t = 1, 2, . . . T − 1. This means that in the above sum, all terms are zero
except possibly the last term corresponding to the final iteration T . Applying this and
rearranging the expressions above yields

(n+ − n−)− E[n+ − n−] = δT 〈1,uT 〉.

The remainder of the proof considers two cases of the final iteration. The first case is that
there is more than one alive unit at the final iteration. In this case, the additional balancing
constraint ensures that 〈1,uT 〉 = 0. Thus, we have that n+−n− = E[n+−n−] when there
is more than one alive unit at the last iteration.

The second case to consider is that the pivot is the only alive unit at the last iteration.
In this case, we have that the update vector uT has 1 in the entry corresponding to the
pivot and 0 in the remaining entries. Thus, we have that 〈1,uT 〉 = 1 in this case. The two
possible values of the step size δT are 1 − zT (p) and 1 + zT (p). Because zT (p) ∈ (−1, 1),
we have that |δT | < 2, regardless of which possible value is chosen. Thus, we obtain the
upper bound

|(n+ − n−)− E[n+ − n−]| = |δT 〈1,uT 〉| = |δT | · |〈1,uT 〉| = |δT | < 2.

The desired result follows from simple manipulation of terms. Because n+ + n− = n, we
have that n− = n− n+. Substituting this into the term on the left hand side, we obtain

(n+ − n−)− E[n+ − n−] = (2n+ − n)− (2 E[n+]− n) = 2(n+ − E[n+])

and now the upper bound above yields that |n+ − E[n+]| < 1, as desired.
It directly follows that if E[n+] is an integer, then n+ = E[n+] with probability one. To

see this, observe that if E[n+] is an integer, then n+ − E[n+] is also an integer. Thus, the
condition |n+ − E[n+]| < 1 implies that n+ − E[n+] = 0 so that these two quantities are
equal.
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A6 Proofs of corollaries

For completeness and clarity, we here provide proofs of all corollaries.

Corollary 1. Under the Gram–Schmidt Walk design, Pr(zi = 1) = 1/2 for all i ∈ [n].

Proof. Lemma 2 implies that E[zi] = 0 for all units under the uniform version of the
Gram–Schmidt Walk design. Because zi ∈ {±1}, we also have

E[zi] = 1× Pr(zi = 1) + (−1)× Pr(zi = −1).

This implies that Pr(zi = 1) = Pr(zi = −1). By the probability axioms, Pr(zi = 1)+Pr(zi =

−1) = 1, so the terms must be one half if they are equal.

Corollary 2. The Horvitz–Thompson estimator is unbiased for the average treatment effect
under the Gram–Schmidt Walk design.

Proof. Lemma A1 showed that τ̂ − τ = 2〈z,µ〉/n. Taking expectations yields

E[τ̂ ]− τ =
2

n

〈
E[z],µ

〉
.

Lemma 2 implies that E[z] = 0.

Corollary 3. Under the Gram–Schmidt Walk design, the imbalance of any linear function
θ of the covariates is bounded by

E
[
(θ

ᵀ
X

ᵀ
z)2
]
≤ ξ2

1− φ
θ
ᵀ
Hθ.

Proof. Following the derivation in Section 8.1, we have

E
[
(θ

ᵀ
X

ᵀ
z)2
]

= θ
ᵀ

Cov(X
ᵀ
z)θ.

Applying the matrix bound in Lemma 3 yields the upper bound in the corollary.

Corollary 4. Suppose that a sequence of covariate matrices X and linear functions θ sat-
isfies ξ = O(

√
d log(n)) and ‖θ‖2/‖Xθ‖2 = O(1/n). Then the relative imbalance between

the Gram–Schmidt Walk design and the fully randomized design is

E
[
(θ

ᵀ
X

ᵀ
z)2
]

E
[
(θ

ᵀ
X

ᵀ
zfr)2

] = O
(
d log(n)

(1− φ)n

)
.
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Proof. We first show that E
[
(θ

ᵀ
X

ᵀ
zfr)2

]
= ‖Xθ‖2 when zfr is the assignment vector

under the fully randomized design. Write

E
[
(θ

ᵀ
X

ᵀ
zfr)2

]
= E

[
θ
ᵀ
X

ᵀ
zfrz

ᵀ
frXθ

]
= θ

ᵀ
X

ᵀ
E
[
zfrz

ᵀ
fr

]
Xθ,

where the final equality follows from that θ andX are not random. Note that E
[
zfrz

ᵀ
fr

]
=

Cov(zfr) = I because E[zfr] = 0. It follows that

θ
ᵀ
X

ᵀ
E
[
zfrz

ᵀ
fr

]
Xθ = θ

ᵀ
X

ᵀ
Xθ = ‖Xθ‖2.

We have from Proposition 1 that E
[
(θ

ᵀ
X

ᵀ
z)2
]
≤ ξ2‖θ‖2/(1−φ). Taken together, we have

E
[
(θ

ᵀ
X

ᵀ
z)2
]

E
[
(θ

ᵀ
X

ᵀ
zfr)2

] =
ξ2‖θ‖2

(1− φ)‖Xθ‖2
.

By assumption, ξ2 = O(d log(n)) and ‖θ‖2/‖Xθ‖2 = O(1/n).

Corollary 5. Under the Gram–Schmidt Walk design, the imbalance of any linear function
θ of the covariates is bounded by

E
[
(θ

ᵀ
X

ᵀ
z)2
]
≤
(
φλ−1G + (1− φ)ξ−2

)−1
‖θ‖2.

Proof. By Proposition 2, we have

E
[
(θ

ᵀ
X

ᵀ
z)2
]

= θ
ᵀ

Cov(X
ᵀ
z)θ ≤ θᵀ

(
φ(X

ᵀ
X)† + (1− φ)(ξ2Π)†

)†
θ.

We denoted the maximum eigenvalue of the Gram matrix Xᵀ
X with λG, and by virtue

of being a projection matrix, the maximum eigenvalue of Π is one. Hence, the maximum
eigenvalue of the matrix(

φ(X
ᵀ
X)† + (1− φ)(ξ2Π)†

)†
is

(
φλ−1G + (1− φ)ξ−2

)−1
.

This implies that

θ
ᵀ
(
φ(X

ᵀ
X)† + (1− φ)(ξ2Π)†

)†
θ ≤

(
φλ−1G + (1− φ)ξ−2

)−1
‖θ‖2.

Corollary 6. When the covariates are decorrelated, so that Xᵀ
X = nI, the upper bounds

on E
[
(θ

ᵀ
X

ᵀ
z)2
]
in Corollaries 3 and 5 coincide for all linear functions θ ∈ Rd:

ξ2

1− φ
θ
ᵀ
Hθ =

(
φn−1 + (1− φ)ξ−2

)−1
‖θ‖2.
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Proof. The proof of Proposition 2 shows that

ξ2

1− φ
H =

(
φ(X

ᵀ
X)† + (1− φ)(ξ2Π)†

)†
.

When the covariates is in a scaled isotropic position, we have Xᵀ
X = nI and Π = I. We

can therefore write

ξ2

1− φ
H =

(
φ(nI)† + (1− φ)(ξ2I)†

)†
=
(
φn−1 + (1− φ)ξ−2

)−1
I.

The corollary then follows from the fact that θᵀIθ = ‖θ‖2.

Corollary 7. The random interval centered at τ̂ with radius γα =
√

8 log(2/α)L/n is a
valid (1− α)-confidence interval:

Pr
(
τ̂ − γα ≤ τ ≤ τ̂ + γα

)
≥ 1− α.

Proof. Write the probability as

Pr
(
τ̂ − γα ≤ τ ≤ τ̂ + γα

)
= Pr

(
|τ − τ̂ | ≤ γα

)
≥ 1− Pr

(
|τ − τ̂ | ≥ γα

)
.

The right hand side is bound by Proposition 3 by

1− Pr
(
|τ − τ̂ | ≥ γα

)
≥ 1− 2 exp

(
−γ2αn

8L

)
.

Finally, note that γα =
√

8 log(2/α)L/n yields

2 exp

(
−γ2αn

8L

)
= α.

Corollary 8. Under the non-uniform Gram–Schmidt Walk design,

Pr(zi = 1) = πi for all i ∈ [n].

Proof. We have E[zi] = 2πi − 1 for all units under the non-uniform version of the Gram–
Schmidt Walk design with π = (π1, . . . , πn). This follows from the martingale property of
fractional assignments (Lemma 2) together with the fact that fractional assignments are
initialized as z1 ← 2π − 1. Note that Pr(zi = −1) = 1− Pr(zi = 1). It follows that

E[zi] = Pr(zi = 1)− Pr(zi = −1) = 2 Pr(zi = 1)− 1
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and the corollary follows by rearranging terms.
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Supplement B: Implementation details
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B1 Implementation of the Gram–Schmidt Walk design

The most computationally intensive aspect of the Gram–Schmidt Walk is the computation
of the step direction ut. Although it is defined as the solution to an optimization problem, it
may be obtained efficiently by solving a system of linear equations. Computational speed
ups may be obtained by pre-computing and maintaining a certain matrix factorization,
decreasing the cost of repeated linear system solves at each iteration. In this section, we
provide details of such an efficient implementation.

B1.1 Derivation of the step direction

Recall that at each iteration t, the step direction ut is defined as the vector which has
coordinates ut(i) = 0 for i /∈ At, coordinate ut(pt) = 1 for the pivot unit pt, and the
remaining coordinates are the solution to

ut(At \ pt) = arg min
u
‖bpt +

∑
i/∈At\pt

u(i)bi‖2 .

The minimization above is a least squares problem and the solution may be obtained by
solving a system of linear equations. Let k be the number of units which are alive and not
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the pivot, i.e., k = |At \ pt|, and let Bt be the (n + d)-by-k matrix with columns bi for
i ∈ At \ pt. As the augmented covariate vectors are linearly independent, the coordinates
ut(At \ pt) that minimize the quantity ‖bpt +Btut(At \ pt)‖2 are given by the normal
equations

ut(At \ pt) = −
(
B

ᵀ
tBt

)−1
B

ᵀ
tbpt .

Let X t denote the row-submatrix of X with rows At \ pt. Using our specific form of B,
and by direct calculation and application of the Woodbury identity lemma, we obtain that

(
B

ᵀ
tBt

)−1
=
(
φIk + ξ−2(1− φ)X tX

ᵀ
t

)−1
= φ−1

[
Ik −X t

(
X

ᵀ
tX t +

ξ2φ

1− φ
Id

)−1
X

ᵀ
t

]
.

By again using our specific form of input matrix B, a direct calculation yields that

B
ᵀ
tbpt = ξ−2(1− φ)X txpt .

Thus, we obtain a form for the relevant coordinates in the update direction vector ut

ut(At \ pt) = −
(

1− φ
ξ2φ

)
X t︸︷︷︸
n×d

xpt −
(
X

ᵀ
tX t +

ξ2φ

1− φ
Id

)−1
︸ ︷︷ ︸

d×d

X
ᵀ
tX t︸ ︷︷ ︸
d×d

xpt

 , (B1)

which involves smaller matrices of size d×d, rather than n×n. In the next few paragraphs,
we show how computing and maintaining factorizations of these smaller matrices results in
faster computations of the step direction ut. We are chiefly concerned with computing and
maintaining a factorization of the matrix (X

ᵀ
tX t + ξ2φ(1 − φ)−1Id). We describe an im-

plementation which uses the Cholesky factorization, although there are several appropriate
alternatives.

B1.2 Cholesky factorizations

Here, we briefly review Cholesky factorizations and their computational properties. The
Cholesky factorization of an n-by-n symmetric positive definite matrix A is the unique
factorization A = LL

ᵀ, where L is lower triangular. Given the matrix A, the matrix
L may be obtained using O(n3) arithmetic operations. Once the Cholesky factorization
L is obtained, solutions x to the system of linear equations Ax = b may be computed
using O(n2) arithmetic operations by using a forward-backward algorithm which leverages
the triangular structure of L. In general, solving systems of linear equations takes O(n3)
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arithmetic operations3 and so if many linear system solves are required, then computing
the factorization and using the faster forward-backward algorithm yields computational
speed-ups. Suppose that A is a positive definite matrix with Cholesky factorization A =

LL
ᵀ and that the rank-1 updated matrix A+ vvᵀ has Cholesky factorization A+ vvᵀ =

L+L
ᵀ
+. Given the original factorization L and the vector v, the updated factorization L+

may be computed using O(n2) arithmetic computations, without extra memory allocation.
Updating in this way is a much more efficient way to maintain the factorization than
explicitly computing A + vvᵀ and its factorization directly. The same technique may be
used for rank-1 downdates A − vvᵀ when the updated matrix remains positive definite.
For more details, see Stewart (1998); Trefethen & Bau (1997).

B1.3 Computing and maintaining factorizations

Before the first pivot is chosen, we have that X t = X, as no rows of X have been decided.
Thus, we compute (X

ᵀ
tX t+ξ

2φ(1−φ)−1Id) directly and then compute a Cholesky factoriza-
tion. Computing the matrix directly requires O(nd2) time and computing the factorization
requires O(d3) time. Each time a variable i ∈ [n] is frozen or chosen as the pivot, the set
At \ pt is updated and so we must update the factorization (X

ᵀ
tX t + ξ2φ(1−φ)−1Id). The

update consists of removing the row vector xi from X t. One can see that this corresponds
to a rank-1 downdate to the entire matrix (X

ᵀ
tX t + ξ2φ(1 − φ)−1Id). Rank-1 downdates

to a Cholesky factorization may be computed in-place, using O(d2) arithmetic operations.
Because there will be at most n rank-1 updates to this factorization, the total update cost
is O(nd2) arithmetic operations. Thus, the total computational cost of maintaining this
Cholesky factorization is O(nd2) arithmetic operations and O(d2) memory.

B1.4 Computing step directions

Assume that at each iteration, we have a Choleksy factorization of the matrix (X
ᵀ
tX t +

ξ2φ(1 − φ)−1Id). By (B1), we can solve for the relevant coordinates in the step direction
ut(At \ pt) using the following three computations:

1. a(1)
t = X

ᵀ
tX txpt

2. a(2)
t =

(
X

ᵀ
tX t + ξ2φ(1− φ)−1Id

)−1
a
(1)
t

3. ut(At \ pt) = −ξ−2φ−1(1− φ)X t

(
xpt − a

(2)
t

)
If the matrixXᵀ

tX t is explicitly available at the beginning of each iteration, then computing
a
(1)
t can be done in O(d2) time by matrix-vector multiplication. While it is possible to

3While there are algorithms based on fast matrix multiplication that are asymptotically faster, they do
not meaningfully change this discussion for realistic values of n.
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maintainXᵀ
tX t explicitly, it requires an extra O(d2) memory. On the other hand, ifXᵀ

tX t

is not explicitly available, then a(1)
t may be obtained from a factorization of (X

ᵀ
tX t+ξ

2φ(1−
φ)−1Id), as

a
(1)
t =

(
X

ᵀ
tX t +

ξ2φ

1− φ
Id

)
xpt −

(
ξ2φ

1− φ

)
xpt ,

which saves O(d2) memory and incurs only a slightly larger arithmetic cost of O(d2 + d).
Next, one may compute a(2)

t using O(d2) arithmetic operations via a forward-backward
solver on the Cholesky factorization. Finally, computing ut(At \ pt) may be done in O(nd)

operations via matrix-vector multiplication. Thus, the per iteration cost of computing ut
given a factorized (X

ᵀ
tX t + ξ2φ(1 − φ)−1Id) is O(nd + d2) arithmetic operations. Be-

cause there are at most n iterations, this leads to a total cost of O(n2d + nd2) arithmetic
operations. We remark that O(n) memory is required for storing vectors such as ut(At\pt).

Thus, an assignment may be sampled from the Gram–Schmidt Walk design usingO(n2d)

arithmetic computations and O(n+d2) extra storage when implemented with these matrix
factorizations. There are several practical considerations when implementing this algo-
rithm. First, for what values of n and d is this practically feasible? Of course, this depends
on the computing infrastructure which is available to experimenters, but roughly speaking,
sampling from the Gram–Schmidt Walk is as computationally intensive as computing all
pairs of inner products of covariates x1,x2 . . .xn ∈ Rd. Computing these inner products re-
quires O(n2d) arithmetic operations and computing this matrix of inner productsXXᵀ is a
pre-processing step of our implementation. The analysis above shows that the remainder of
the algorithm requires roughly the same number of arithmetic operations. Thus, sampling
from the Gram–Schmidt Walk should be practically feasible in cases where computing all
inner products is practically feasible. A second practical consideration are the computa-
tional speed-ups for sampling more than one assignment from the design. When sampling
many assignments from the Gram–Schmidt Walk, we may greatly reduce the run time by
computing the initial cholesky factorization of (X

ᵀ
tX t + ξ2φ(1− φ)−1Id) and re-using it for

each sample. Finally, we remark that although our focus is to speed up the Gram–Schmidt
Walk when we use the augmented covariate vectors, similar matrix factorizations may also
be used to decrease the asymptotic run time of the general Gram–Schmidt Walk.

B1.5 Proof of asymptotic runtime (Proposition 5)

Proposition 5. Assignments from the Gram–Schmidt Walk design can be sampled using
O(dn2) arithmetic operations and O(d2 + n) additional storage.

Proof. As detailed in Section B1, an implementation which achieves these computational
resource guarantees is to store and maintain a Cholesky factorization of the matrix (X

ᵀ
tX t+

ξ2φ(1−φ)−1Id), whereX t denotes the row-submatrix ofX with rows At\pt. Constructing
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the matrixXᵀ
X requires O(nd2) arithmetic operations and O(d2) space. Initially comput-

ing a Cholesky factorization of this matrix requires O(d3) arithmetic operations and may
be done in place. Updating the Cholesky factorization may be done using O(nd) arithmetic
operations in place and this is done at most n times. Thus, constructing and maintaining
the Cholesky factorization requires at most O(n2d) arithmetic operations and O(d2) space,
assuming that d ≤ n.

Finally, computing the step direction ut at each iteration requires O(nd) arithmetic
operations and O(n) space given the above Cholesky factorization. This happens for at
most n iterations, yielding a total of O(n2d) arithmetic operations and O(n) space. Thus,
combining the computational requirements of maintaining the Cholesky factorizaiton and
computing the step directions ut yields a total requirement of O(n2d) arithmetic operations
andO(n+d2) additional storage to generate one assignment vector using the Gram–Schmidt
Walk.

B2 Efficient computation of the ridge loss estimator

In this section, we show that the entries of the ridge loss matrix

Q = (B
ᵀ
B)−1 = (φI + ξ−2(1− φ)XX

ᵀ
)−1,

may be computed using O(n2d) arithmetic operations and O(d2) additional storage.

B2.1 Derivation of the entries in the Q matrix

By the Woodbury identity,

Q = (φI + ξ−2(1− φ)XX
ᵀ
)−1 = φ−1

[
I −X

(
X

ᵀ
X +

ξ2φ

1− φ
I

)−1
X

ᵀ

]

and so the entires of Q are given by

qij = e
ᵀ
iQej = φ−1e

ᵀ
i

[
I −X

(
X

ᵀ
X +

ξ2φ

1− φ
I

)−1
X

ᵀ

]
ej

= φ−1

[
1[i = j]− xᵀ

i

(
X

ᵀ
X +

ξ2φ

1− φ
I

)−1
xj

]
.
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B2.2 Efficient computation

To compute Q, first explicitly compute the d-by-d matrix (X
ᵀ
X + ξ2φ(1 − φ)−1I). This

can be done with O(nd2) operations. We then use O(d3) operations to compute its inverse,
and another O(n2d) to multiply on the left and right byX andXᵀ. Subtracting the result
from the identity and dividing all entries by φ requires O(n2) operations. Thus, the total
run time is O(n2d), and the computation can be performed in O(n2) space.

An important insight is that computing the entires of the ridge loss matrix Q is no
more computationally intensive than sampling a design from the Gram–Schmidt Walk. In
other words, estimating the cross moments will be the main computational bottleneck when
constructing the ridge loss estimator L̂, which is used for confidence intervals and variance
estimates.

B3 Balanced Gram–Schmidt Walk design

The Balanced Gram–Schmidt Walk design is obtained by applying a modified Gram–
Schmidt Walk algorithm to a carefully constructed set of input vectors. As before, the
set of (n+ d)-dimensional vectors b1, b2, . . . bn are defined as

bi =

[ √
φei

ξ−1
√

1− φxi

]
.

The modification which ensures that a balanced assignment is produced is to constrain the
step direction to be balanced at each iteration. As before, the step direction ut is chosen
so that ut(i) = 0 for i /∈ At and ut(pt) = 1 for the pivot unit pt. However, the remaining
coordinates are chosen as the solution to the following constrained minimization problem,

ut(At \ pt) = arg min∑
i/∈At\pt

u(i)=−1
‖bpt +

∑
i/∈At\pt

u(i)bi‖2 .

As before, the solution to this constrained minimization problem may be exactly com-
puted as the solution to a system of linear equations. Furthermore, pre-computing and
maintaining similar matrix factorizations allow for the same O(n2d) arithmetic operations
and O(n + d2) storage as the Gram–Schmidt Walk. In the remainder of this section, we
derive the system of linear equations which define the step direction and describe a fast
implementation solving them.
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B3.1 Derivation of the step direction

As before, let k be the number of units which are alive and not the pivot, i.e., k = |At \ pt|,
and let Bt be the (n + d)-by-k matrix with columns bi for i ∈ At \ pt. For notational
clarity, we write the coordinates u(At \ pt) simply as u and vectors like 1 are assumed
to be k-dimensional. The step direction is computed as the minimizer of the constrained
minimization

min
〈1,u〉=−1

‖bpt +Btu‖2 ,

which has the Lagrangian form

min
u∈Rk

ν∈R

‖bpt +Btu‖2 + ν(1 + 〈1,u〉) .

By strong duality, the minimizer of the Lagrangian is the minimizer of the primal and so it
suffices to solve for the minima of the Lagrangian (see Chapter 5 of Boyd & Vandenberghe,
2004 for more details). By convexity, this may be done by solving for first order optimality
conditions. Computing the gradients of the Lagrangian objective and setting them to 0

yields the system of equations

∇u = 2B
ᵀ
tBu + 2B

ᵀ
tbpt + ν1 = 0

∇ν = 1 + 〈1,u〉 = 0 ,

which define the step direction u. Multiplying the first equation by 1
2

(
B

ᵀ
tB
)−1 and rear-

ranging, we obtain the equivalent system of equations

u = −
(
B

ᵀ
tB
)−1
B

ᵀ
tbpt − ν 1

2

(
B

ᵀ
tB
)−1

1

〈1,u〉 = −1 .

Recall that by construction of the input vectors b1, b2, . . . bn we have that

(
B

ᵀ
tB
)−1

=
(
φIk + ξ−2(1− φ)X tX

ᵀ
t

)−1
= φ−1

[
Ik −X t

(
X

ᵀ
tX t +

ξ2φ

1− φ
Id

)−1
X

ᵀ
t

]
B

ᵀ
tbpt = ξ−2(1− φ)X txpt .

Thus, the step direction may be obtained by soling the system of equations

u = −
(

1−φ
ξ2φ

)
X t

[
xpt −

(
X

ᵀ
tX t + ξ2φ

1−φId

)−1
X

ᵀ
tX txpt

]
− 1

2φ

[
1−X t

(
X

ᵀ
tX t + ξ2φ

1−φId

)−1
X

ᵀ
t1

]
〈1,u〉 = −1
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B3.2 Efficient computation via matrix factorizations

We now demonstrate how this system of equations may be efficiently solved at each iteration
of the algorithm. To this end, define the vectors

at =

(
1− φ
ξ2φ

)
X t

[
xpt −

(
X

ᵀ
tX t +

ξ2φ

1− φ
Id

)−1
X

ᵀ
tX txpt

]

rt =
1

2φ

[
1−X t

(
X

ᵀ
tX t +

ξ2φ

1− φ
Id

)−1
X

ᵀ
t1

]
.

In Section B1, we discussed that at may be computed using O(nd) arithmetic operations
given the Cholesky factorization of (X

ᵀ
tX t + ξ2φ(1 − φ)−1Id). Now we will show that

given the same Cholesky factorization, the vector rt may also be computed using O(nd)

arithmetic operations. To achieve this, we may compute rt using the following steps.

1. r(1)t = X
ᵀ
t1 =

∑
i∈At\pt xi

2. r(2)t = (X
ᵀ
tX t + ξ2φ(1− φ)−1Id)

−1r
(1)
t

3. r(3)t = X tr
(2)
t

4. rt = 1
2φ

[
1− r(3)t

]
Note that r(1)t is the sum of the covariates of units which are alive but not the pivot.
Although this may be computed using O(nd) arithmetic operations per iteration, it is
more efficient to maintain this quantity throughout the algorithm. For instance, initially
computing a vector of covariate sums r = X1 =

∑n
i=1 xi and then updating it as units are

frozen or chosen as the pivot requires O(nd) once to pre-compute and then O(d) arithmetic
operations per update. This leads to using O(nd) arithmetic operations for maintaining
this sum, which is an improvement over naively computing it at each iteration. Given a
Cholesky factorization of (X

ᵀ
tX t + ξ2φ(1 − φ)Id), the vector r(2)t may be computed in

place using O(d2) arithmetic operations via a backward-forward solve. The next vector
r
(3)
t is obtained by multiplying the matrix of covariates X t by r

(2)
t , which requires O(nd)

arithmetic operations. Finally, rt is obtained by using O(n) arithmetic operations in place.
Lastly, to construct the balanced step direction u, we must choose ν to ensure that

〈1,u〉 = −1. Choosing ν = (1− 〈1,at〉)〈1, rt〉−1 yields

〈1,u〉 = 〈1,−at − νrt〉 = −〈1,at〉−ν〈1, rt〉 = −〈1,at〉−(1−〈1,at〉)〈1, rt〉−1〈1, rt〉 = −1,

and this choice of ν may be computed using O(n) arithmetic operations. Finally, the
remaining coordinates of the step direction are computed as ut(At \ pt) = −(at + νrt).
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Thus, using the technique described above, we may sample from the balanced Gram–
Schmidt walk in O(n2d) arithmetic operations and O(n+ d2) additional space.
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Supplement C: Additional simulation results

This supplement presents additional results from the simulation study:

• Tables C1 to C3 present the same information as Table 1 in the main paper for all
sample sizes: n ∈ {30, 296, 2960}. Table C2 is identical to Table 1, and it is included
in this supplement only for reference.

• Tables C4 to C6 present additional balance results for all sample sizes and all designs.
Compared to the previous set of tables, these tables also adds balance metrics for raw
covariates (denoted “Raw λz” and “Raw λX”) and normalized covariates (denoted
“Norm λz” and “Norm λX”). The columns “Iso λz” and “Iso λX” correspond to
the columns “λz” and “λX” in the previous table. These tables include versions of
the KAK, GSW and BGSW designs that uses normalized rather that decorrelated
covariates, which is denoted with “norm”.

• Tables C7 to C9 present root mean square errors for three estimators, for all sample
sizes, for all designs and for several outcomes. The estimators are the Horvitz–
Thompson estimator discussed in the main paper (denoted “HT”), the difference-in-
means estimator (denoted “DiM”) and Lin’s OLS estimator briefly discussed in the
main paper (denoted “OLS”). The outcomes are the same as in the main paper, with
one addition. The additional outcome, denoted “AB”, sets one potential outcome
to a normalized copy of Outcome A, and it sets the other potential outcome to a
normalized copy of Outcome B. Hence, Outcome AB has non-zero and heterogeneous
treatment effects. The root mean square errors are normalized by the root mean
square error of the Horvitz–Thompson estimator under the fully randomized design.
The OLS estimator is not reported for n = 30 because it is highly unstable in that
case; the number of covariates is d = 13, so the number of regressors in the estimator
would be 28.

• Tables C10 to C12 present the bias of the estimators in the previous set of tables.
This is reported as the ratio between the squared bias and the mean square error:
(τ − E[τ̂ ])2/E[(τ − τ̂)2]. Hence, this metric is naturally on the unit interval, where
zero indicates no bias, and larger values indicate that the bias is a larger share of the
estimation error.

• Tables C13 to C18 present coverage probabilities for three confidence intervals, for
confidence levels 0.95 and 0.99. This is presented for the Gram–Schmidt Walk designs
and two comparisons design. The three confidence intervals are those mentioned in
the main paper, namely: intervals based on Chebyshev’s inequality using a direct,
conservative estimator of the variance; intervals based on the subgaussian bound
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using a conservative estimator of the variance bound; and intervals based on a normal
approximation using a direct, conservative estimator of the variance.

• Tables C19 to C24 present the average width of the confidence intervals in the previous
set of tables. The widths are normalized by the width of the interval based on a normal
approximation for the fully randomized design.

• Tables C25 to C27 present the ratio of the bound on the root mean square er-
ror given by Theorem 3 in the main paper and the true root mean square error:√

4n−1L/E[(τ − τ̂)2]. This metric gives an indication of the conservativenss of the
bound used in the subgaussian confidence intervals.
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Table C1: Robustness, balance and precision, n = 30

Covariate balance Root mean square error
Design λz λX X 1 A B C D
Fully random 1.01 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Group-balanced 1.04 1.03 1.03 0.00 0.95 0.66 1.01 1.02
Matched pairs 2.01 1.97 0.65 0.00 1.01 0.44 1.32 1.02
BJK 30.00 16.24 1.26 0.00 1.00 1.21 1.21 3.07
KAK 4.58 0.54 0.14 0.00 0.83 0.67 2.10 0.39
Rerand 0.50 2.29 0.74 0.42 0.00 0.89 0.67 1.48 0.67
Rerand 0.30 3.57 0.49 0.26 0.00 0.85 0.70 1.85 0.53
Rerand 0.20 4.66 0.35 0.17 0.00 0.81 0.71 2.13 0.46
Rerand 0.15 5.32 0.36 0.13 0.00 0.78 0.73 2.28 0.42
GSW 0.99 1.01 1.00 0.99 0.99 1.00 1.00 1.00 1.00
GSW 0.90 1.07 0.98 0.95 0.94 0.99 0.98 1.03 0.97
GSW 0.50 1.47 0.90 0.67 0.64 0.97 0.91 1.19 0.83
GSW 0.10 2.63 0.65 0.29 0.26 0.90 0.79 1.60 0.57
GSW 0.01 3.25 0.61 0.24 0.20 0.89 0.76 1.78 0.52
BGSW 0.99 1.05 1.03 1.03 0.00 0.95 0.66 1.02 1.02
BGSW 0.90 1.11 1.02 0.98 0.00 0.95 0.66 1.05 0.99
BGSW 0.50 1.53 0.93 0.68 0.00 0.93 0.66 1.22 0.84
BGSW 0.10 2.66 0.69 0.31 0.00 0.87 0.66 1.61 0.59
BGSW 0.01 3.20 0.68 0.27 0.00 0.86 0.64 1.76 0.54
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Table C2: Robustness, balance and precision, n = 296

Covariate balance Root mean square error
Design λz λX X 1 A B C D
Fully random 1.03 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Group-balanced 1.04 1.00 1.00 0.00 0.94 0.71 1.00 1.00
Matched pairs 2.05 0.42 0.18 0.00 0.95 0.54 1.08 0.37
BJK 296.00 11.01 0.85 0.00 1.15 0.14 2.72 0.26
KAK 1.63 0.08 0.01 0.00 0.93 0.55 1.28 0.05
Rerand 0.50 1.26 0.43 0.41 0.00 0.94 0.62 1.12 0.64
Rerand 0.20 1.45 0.17 0.17 0.00 0.93 0.58 1.20 0.41
Rerand 0.15 1.49 0.13 0.13 0.00 0.93 0.57 1.22 0.36
Rerand 0.10 1.54 0.09 0.09 0.00 0.93 0.57 1.24 0.29
GSW 0.99 1.03 0.98 0.98 0.97 1.00 0.99 1.00 0.99
GSW 0.90 1.08 0.81 0.79 0.78 0.99 0.92 1.03 0.89
GSW 0.50 1.30 0.33 0.29 0.29 0.95 0.71 1.14 0.54
GSW 0.10 1.50 0.08 0.05 0.05 0.94 0.58 1.22 0.23
GSW 0.01 1.58 0.03 0.02 0.02 0.93 0.57 1.26 0.14
BGSW 0.99 1.04 0.98 0.98 0.00 0.94 0.70 1.01 0.99
BGSW 0.90 1.08 0.81 0.79 0.00 0.94 0.68 1.04 0.89
BGSW 0.50 1.30 0.33 0.29 0.00 0.94 0.60 1.14 0.54
BGSW 0.10 1.50 0.08 0.05 0.00 0.93 0.56 1.22 0.23
BGSW 0.01 1.58 0.04 0.02 0.00 0.93 0.56 1.26 0.15
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Table C3: Robustness, balance and precision, n = 2960

Covariate balance Root mean square error
Design λz λX X 1 A B C D
Fully random 1.11 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Group-balanced 1.11 1.00 1.00 0.00 0.93 0.73 1.00 1.00
Matched pairs 2.16 0.12 0.05 0.00 0.93 0.60 1.07 0.24
BJK 2960.00 9.19 0.71 0.00 1.59 0.15 35.28 0.49
KAK 2.16 0.01 0.00 0.00 0.91 0.61 1.04 0.02
Rerand 0.50 1.11 0.41 0.40 0.00 0.92 0.66 1.00 0.64
Rerand 0.25 1.12 0.21 0.21 0.00 0.91 0.64 1.00 0.46
Rerand 0.15 1.12 0.13 0.13 0.00 0.91 0.63 1.00 0.36
Rerand 0.10 1.12 0.09 0.09 0.00 0.91 0.62 1.02 0.29
GSW 0.99 1.11 0.84 0.84 0.84 0.99 0.95 1.00 0.92
GSW 0.90 1.11 0.33 0.33 0.33 0.94 0.76 1.00 0.57
GSW 0.50 1.12 0.05 0.05 0.05 0.92 0.63 1.00 0.23
GSW 0.10 1.12 0.01 0.01 0.01 0.91 0.61 1.00 0.08
GSW 0.01 1.12 0.00 0.00 0.00 0.91 0.61 1.01 0.04
BGSW 0.99 1.11 0.84 0.84 0.00 0.92 0.72 1.00 0.92
BGSW 0.90 1.11 0.33 0.33 0.00 0.92 0.65 1.00 0.57
BGSW 0.50 1.12 0.05 0.05 0.00 0.91 0.62 1.00 0.23
BGSW 0.10 1.12 0.01 0.01 0.00 0.91 0.61 1.00 0.08
BGSW 0.01 1.12 0.00 0.00 0.00 0.91 0.61 1.00 0.04
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Table C25: Conservativeness of RMSE bound, n = 30

Design A B AB
GSW 0.99 1.00 1.00 1.00
GSW 0.90 1.02 1.02 1.02
GSW 0.50 1.18 1.18 1.15
GSW 0.10 2.19 2.01 1.93
GSW 0.01 6.51 5.63 5.39
BGSW 0.99 1.06 1.52 1.33
BGSW 0.90 1.08 1.57 1.37
BGSW 0.50 1.29 2.01 1.71
BGSW 0.10 2.57 4.24 3.59
BGSW 0.01 7.85 13.49 11.33
GSW norm 0.99 1.00 1.00 1.00
GSW norm 0.90 1.02 1.02 1.02
GSW norm 0.50 1.22 1.22 1.20
GSW norm 0.10 2.24 2.10 2.03
GSW norm 0.01 6.47 5.79 5.46
BGSW norm 0.99 1.06 1.52 1.33
BGSW norm 0.90 1.08 1.59 1.37
BGSW norm 0.50 1.32 2.11 1.74
BGSW norm 0.10 2.58 4.39 3.59
BGSW norm 0.01 7.78 13.75 11.30
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Table C26: Conservativeness of RMSE bound, n = 296

Design A B AB
GSW 0.99 1.00 1.00 1.00
GSW 0.90 1.05 1.05 1.05
GSW 0.50 1.39 1.39 1.39
GSW 0.10 3.08 3.06 3.07
GSW 0.01 9.72 9.57 9.66
BGSW 0.99 1.07 1.42 1.28
BGSW 0.90 1.12 1.52 1.35
BGSW 0.50 1.48 2.16 1.83
BGSW 0.10 3.29 5.03 4.13
BGSW 0.01 10.41 16.00 13.10
GSW norm 0.99 1.00 1.00 1.00
GSW norm 0.90 1.05 1.04 1.05
GSW norm 0.50 1.39 1.38 1.38
GSW norm 0.10 3.08 3.05 3.07
GSW norm 0.01 9.72 9.57 9.65
BGSW norm 0.99 1.07 1.43 1.28
BGSW norm 0.90 1.11 1.58 1.37
BGSW norm 0.50 1.48 2.24 1.86
BGSW norm 0.10 3.30 5.07 4.15
BGSW norm 0.01 10.42 16.00 13.11
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Table C27: Conservativeness of RMSE bound, n = 2960

Design A B AB
GSW 0.99 1.01 1.01 1.01
GSW 0.90 1.05 1.05 1.05
GSW 0.50 1.41 1.41 1.41
GSW 0.10 3.16 3.15 3.16
GSW 0.01 9.97 9.97 9.98
BGSW 0.99 1.09 1.39 1.31
BGSW 0.90 1.14 1.52 1.40
BGSW 0.50 1.53 2.10 1.91
BGSW 0.10 3.42 4.72 4.28
BGSW 0.01 10.81 14.95 13.54
GSW norm 0.99 1.00 1.00 1.00
GSW norm 0.90 1.05 1.05 1.05
GSW norm 0.50 1.41 1.41 1.41
GSW norm 0.10 3.15 3.15 3.15
GSW norm 0.01 9.97 9.96 9.97
BGSW norm 0.99 1.09 1.43 1.33
BGSW norm 0.90 1.14 1.56 1.42
BGSW norm 0.50 1.53 2.11 1.91
BGSW norm 0.10 3.41 4.73 4.28
BGSW norm 0.01 10.80 14.95 13.53
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