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#### Abstract

This paper studies inference in a randomized controlled trial (RCT) with covariate-adaptive randomization (CAR) and imperfect compliance of a binary treatment. In this context, we study inference on the local average treatment effect (LATE), i.e., the average treatment effect conditional on individuals that always comply with the assigned treatment. As in Bugni et al. (2018, 2019), CAR refers to randomization schemes that first stratify according to baseline covariates and then assign treatment status so as to achieve "balance" within each stratum. In contrast to these papers, however, we allow participants of the RCT to endogenously decide to comply or not with the assigned treatment status.

We study the properties of an estimator of the LATE derived from a "fully saturated" instrumental variable (IV) linear regression, i.e., a linear regression of the outcome on all indicators for all strata and their interaction with the treatment decision, with the latter instrumented with the treatment assignment. We show that the proposed LATE estimator is asymptotically normal, and we characterize its asymptotic variance in terms of primitives of the problem. We provide consistent estimators of the standard errors and asymptotically exact hypothesis tests. In the special case when the target proportion of units assigned to each treatment does not vary across strata, we can also consider two other estimators of the LATE, including the one based on the "strata fixed effects" IV linear regression, i.e., a linear regression of the outcome on indicators for all strata and the treatment decision, with the latter instrumented with the treatment assignment.

Our characterization of the asymptotic variance of the LATE estimators in terms of the primitives of the problem allows us to understand the influence of the parameters of the RCT. We use this to propose strategies to minimize their asymptotic variance in a hypothetical RCT based on data from a pilot study. We illustrate the practical relevance of these results using a simulation study and an empirical application based on Dupas et al. (2018).
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## 1 Introduction

This paper studies inference in a randomized controlled trial (RCT) with covariate-adaptive randomization (CAR) with a binary treatment. As in Bugni et al. (2018, 2019), CAR refers to randomization schemes that first stratify according to baseline covariates and then assign treatment status so as to achieve "balance" within each stratum. As these references explain, CAR is commonly used to assign treatment status in RCTs in all parts of the sciences. ${ }^{1}$

In contrast to Bugni et al. (2018, 2019), this paper allows for imperfect compliance. That is, the participants of the RCT can endogenously decide their treatment, denoted by $D$, which may or may not coincide with the assigned treatment status, denoted by $A$. This constitutes an empirically relevant contribution to this growing literature, as imperfect compliance is a common occurrence in many RCTs. For recent examples of RCTs that use CAR and have imperfect compliance, see Angrist and Lavy (2009), Attanasio et al. (2011), Dupas et al. (2018), McIntosh et al. (2018), Somville and Vandewalle (2018), among many others.

Our goal is to study the effect of the treatment on an outcome of interest, denoted by $Y$. We consider the potential outcome framework with $Y=Y(1) D+Y(0)(1-D)$, where $Y(1)$ denotes the outcome with treatment and $Y(0)$ denotes the outcome without treatment. In the context of imperfect treatment compliance, the causal parameter of interest is the so-called local average treatment effect (LATE) introduced in Angrist and Imbens (1994), and given by

$$
\begin{equation*}
\beta \equiv E[Y(1)-Y(0) \mid D=A] \tag{1.1}
\end{equation*}
$$

In words, the LATE is the average treatment effect for those individuals who decide to comply with their assigned treatment status, i.e., the "compliers". ${ }^{2}$ As in Bugni et al. (2019), we consider inference on the LATE based on simple linear regressions. In Section 3, we study the properties of an estimator of the LATE derived from a "fully saturated" instrumental variable (IV) linear regression, i.e., a linear regression of the outcome on all indicators for all strata and their interaction with the treatment decision, where the latter is instrumented with the treatment assignment. We show that its coefficients can be used to consistently estimate the LATE under very general conditions. We show that the proposed LATE estimator is asymptotically normal, and we characterize its asymptotic variance in terms of primitives of the problem. As expected, we show that the asymptotic variance is different from the one under perfect compliance derived in Bugni et al. (2018, 2019). We provide consistent estimators of these new standard errors and asymptotically exact hypothesis tests. In addition, we show that the results of the fully saturated regression can be used to estimate all of the primitive parameters of the problem.

In the special case when the target proportion of units being assigned to each of the treatments does not vary across strata, we also consider two other regression-based estimators of the LATE. Section 4 proposes an estimator of the LATE based on the "strata fixed effects" IV linear regression, i.e., a linear regression of the outcome on indicators for all strata and the treatment decision, where the latter is instrumented with the treatment assignment. In turn, Section 5 proposes an estimator of the LATE based on a "two sample regression" IV linear regression, i.e., a linear regression of the outcome on a constant and the treatment decision, where the latter is instrumented by the treatment assignment. We show that the LATE estimators

[^1]produced by both of these regressions are asymptotically normal, and we characterize their asymptotic variances in terms of primitives of the problem. We show how to estimate the corresponding standard errors and generate asymptotically exact hypothesis tests by relying on results from the fully saturated regression.

Sections 3, 4, and 5 characterize the asymptotic variance of the three regression-based IV estimators of the LATE in terms of the primitive parameters of the problem. This allows us to understand how the parameters of the RCT with CAR affect the standard errors. In principle, this information can be used to propose strategies to minimize the asymptotic variance of the LATE estimator of a hypothetical RCT, possibly with the aid of data from a pilot RCT. We consider this RCT design problem in Section 6, and we establish several interesting results. First, we show that it is optimal to use a CAR method that imposes the highest possible level of "balance" on the treatment assignment within each stratum, such as stratified block randomization. ${ }^{3}$ Within this class of CAR methods, our second result in Section 6 establishes that the asymptotic variance of the estimators of the LATE cannot increase when the collection of strata becomes finer. To the best of our knowledge, this is a new finding in this literature even when there is perfect compliance. In addition, we show how to use the data from a pilot RCT to estimate the asymptotic variance that would result from using a finer set of strata in a hypothetical RCT. Our third and final result in Section 6 provides an expression for the optimal treatment propensity in a hypothetical RCT in terms of its primitive parameters. To exploit this result in practice, we provide a consistent estimator of the optimal treatment propensity based on data from a pilot version of the RCT.

In recent work, Ansel et al. (2018) also consider inference for the LATE in RCTs with a binary treatment and imperfect compliance. While most of their paper focuses on the case in which treatment assignment is done via simple random sampling, they consider inference on RCTs with CAR in Section 4. In contrast, our paper is entirely focused on RCTs with CAR. This allows us to tailor our assumptions to the problem under consideration, and it enables us to give more detailed formal arguments. ${ }^{4}$ Second, Ansel et al. (2018) consider IV regressions without fully specifying the set of covariates in these regressions. Consequently, they derive the asymptotic variance of their LATE estimators in terms of high-order expressions. In contrast, we fully specify the covariates in our IV regressions according to the specification typically used by practitioners. This allows us to obtain explicit expressions for the asymptotic variance of our LATE estimators, detailing which of these depend on the underlying population and which are chosen by the researcher implementing the RCT. In this sense, our expressions reveal the underlying forces determining the asymptotic variance and enable researchers to choose the RCT parameters to improve the efficiency of their estimators. We consider the topic of RCT design in Section 6.

The remainder of the paper is organized as follows. In Section 2, we describe the setup of the inference problem and we specify our assumptions. The next three sections consider the problem of inference on the LATE based on different IV regression models. Section 3 considers the "fully saturated" IV linear regression, Section 4 considers the "strata fixed effects" IV linear regression, and Section 5 considers the "two-sample regression" IV linear regression. In each one of these sections, we propose a consistent estimator of the LATE, we characterize its asymptotic distribution, and we propose a consistent estimator of their standard errors and asymptotically valid hypothesis tests. In Section 6, we consider the problem of designing a hypothetical RCT with CAR based on data from a pilot RCT with CAR. In Section 7, we study the finite sample behavior of our hypothesis tests based via Monte Carlo simulations. Section 8 illustrates the practical relevance of our results by an empirical application based on the RCT in Dupas et al. (2018). Section 9 provides concluding remarks. All proofs and several intermediate results are collected in the appendix.
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## 2 Setup and notation

We consider an RCT with $n$ participants. For each participant $i=1, \ldots, n, Y_{i} \in \mathbb{R}$ denotes the observed outcome of interest, $Z_{i} \in \mathcal{Z}$ denotes a vector of observed baseline covariates, $A_{i} \in\{0,1\}$ indicates the treatment assignment, and $D_{i} \in\{0,1\}$ indicates the treatment decision. Relative to the setup in Bugni et al. (2018, 2019), we allow for imperfect compliance, i.e., for $D_{i} \neq A_{i}$.

We consider potential outcome models for both outcomes and treatment decisions. For each participant $i=1, \ldots, n$, we use $Y_{i}(D)$ to denote the potential outcome of participant $i$ if he/she makes treatment decision $D$, and we use $D_{i}(A)$ to denote the potential treatment decision of participant $i$ if he/she has assigned treatment $A$. These are related to their observed counterparts in the usual manner:

$$
\begin{gather*}
D_{i}=D_{i}(1) A_{i}+D_{i}(0)\left(1-A_{i}\right), \\
Y_{i}=Y_{i}(1) D_{i}+Y_{i}(0)\left(1-D_{i}\right) . \tag{2.1}
\end{gather*}
$$

Following the usual classification in the LATE framework in Angrist and Imbens (1994), each participant in the RCT can only be one of four types: complier, always taker, never taker, or a defier. An individual $i$ is said to be a complier if $\left\{D_{i}(0)=0, D_{i}(1)=1\right\}$, an always taker if $\left\{D_{i}(0)=D_{i}(1)=1\right\}$, a never taker if $\left\{D_{i}(0)=D_{i}(1)=0\right\}$, and a defier if $\left\{D_{i}(0)=1, D_{i}(1)=0\right\}$. As usual in the literature, we later impose that there are no defiers in our population of participants in order to identify the LATE. It is convenient to use $C$ to denote a complier, $A T$ to denote an always taker, $N T$ to denote a never taker, and $D E F$ to denote a defier. Our goal in this paper is to consistently estimate the LATE $\beta \equiv E[Y(1)-Y(0) \mid C]$ and to test hypotheses about it. In particular, for a prespecified choice of $\beta_{0} \in \mathbb{R}$, we are interested in the following hypothesis testing problem

$$
\begin{equation*}
H_{0}: \beta=\beta_{0} \quad \text { versus } \quad H_{0}: \beta \neq \beta_{0} \tag{2.2}
\end{equation*}
$$

at a significance level $\alpha \in(0,1)$.
Following Bugni et al. $(2018,2019)$, we use $P_{n}$ to denote the distribution of the observed data

$$
X^{(n)}=\left\{\left(Y_{i}, D_{i}, A_{i}, Z_{i}: i=1, \ldots, n\right\}\right.
$$

and denote by $Q_{n}$ the distribution of the underlying random variables, given by

$$
W^{(n)}=\left\{\left(Y_{i}(1), Y_{i}(0), D_{i}(0), D_{i}(1), Z_{i}\right): i=1, \ldots, n\right\} .
$$

Note that $P_{n}$ is jointly determined by (2.1), $Q_{n}$, and the treatment assignment mechanism. We therefore state our assumptions below in terms of the restrictions on $Q_{n}$ and the treatment assignment mechanism. In fact, we will not make reference to $P_{n}$ for the remainder of the paper, and all the operations are understood to be under $Q_{n}$ and the treatment assignment mechanism.

Strata are constructed from the observed, baseline covariates $Z_{i}$ using a prespecified function $S: \mathcal{Z} \rightarrow \mathcal{S}$, where $\mathcal{S}$ is a finite set. For each participant $i=1 \ldots, n$, let $S_{i} \equiv S\left(Z_{i}\right)$ and let $S^{(n)}=\left\{S_{i}: i=1, \ldots, n\right\}$. By definition, we note that $S^{(n)}$ is completely determined by the covariates in $W^{(n)}$.

We begin by describing our assumptions on the underlying data generating process (DGP) of $W^{(n)}$.
Assumption 2.1. $W^{(n)}$ is an i.i.d. sample that satisfies
(a) $E\left[Y_{i}(d)^{2}\right]<\infty$ for all $d \in\{0,1\}$,
(b) $p(s) \equiv P\left(S_{i}=s\right)>0$ for all $s \in \mathcal{S}$,
(c) $P\left(D_{i}(0)=1, D_{i}(1)=0\right)=0$ or, equivalently, $P\left(D_{i}(1) \geq D_{i}(0)\right)=1$.
(d) $\pi_{D(1)}(s)-\pi_{D(0)}(s)>0$ for all $s \in \mathcal{S}$, where $\pi_{D(a)}(s)=P\left(D_{i}(a)=1 \mid S_{i}=s\right)$ for $(a, s) \in\{0,1\} \times \mathcal{S}$.

Assumption 2.1 requires the underlying data distribution to be i.i.d., i.e., $Q_{n}=Q^{n}$, where $Q$ denotes the common marginal distribution of $\left(Y_{i}(1), Y_{i}(0), D_{i}(0), D_{i}(1), Z_{i}\right)$. In addition, the assumption imposes several requirements on $Q$. Assumption 2.1(a) demands that the potential outcomes have finite second moments, which is important to develop our asymptotic analysis. Assumption 2.1(b) requires all strata to be relevant. Assumption 2.1(c) corresponds to Angrist and Imbens (1994, Condition 2), and imposes the standard "no defiers" or "monotonicity" condition that is essential to identify the LATE. In other words, this condition implies that there are no participants who will decide to defy the treatment assignment, i.e., decide to both adopt the treatment when assigned to the control and decide to adopt the control when assigned to treatment. To interpret Assumption 2.1(d), we note that Lemma A. 1 provides the following expression of the probability of each type of participant conditional on the stratum $s \in \mathcal{S}$ :

$$
\begin{align*}
P(A T \mid S=s) & =\pi_{D(0)}(s) \\
P(N T \mid S=s) & =1-\pi_{D(1)}(s) \\
P(C \mid S=s) & =\pi_{D(1)}(s)-\pi_{D(0)}(s) \tag{2.3}
\end{align*}
$$

By (2.3), Assumption 2.1(d) imposes that every stratum has a non-trivial amount of participants who will decide to comply with the assigned treatment status. This corresponds to a strata-specific version of the requirement in Angrist and Imbens (1994, Condition 1).

Next, we describe our assumptions on the treatment assignment mechanism. As explained earlier, we focus our analysis on CAR, i.e., on randomization schemes that first stratify according to baseline covariates and then assign treatment status to as to achieve "balance" within each stratum. To describe our assumption more formally, we require some further notation. Let $A^{(n)}=\left\{A_{i}: i=1, \ldots, n\right\}$ denote the vector of treatment assignments. For any $s \in \mathcal{S}$, let $\pi_{A}(s) \in(0,1)$ denote the "target" proportion of participants to assign to treatment in stratum $s$, determined by the researcher implementing the RCT. Also, let

$$
n_{A}(s) \equiv \sum_{i=1}^{n} 1\left[A_{i}=1, S_{i}=s\right]
$$

denote the number of participants assigned to treatment in stratum $s$, and let

$$
n(s) \equiv \sum_{i=1}^{n} 1\left[S_{i}=s\right]
$$

denote the number of participants in stratum $s$. With this notation in place, the following assumption the conditions that we will require for the treatment assignment mechanism.

Assumption 2.2. The treatment assignment mechanism satisfies
(a) $\left\{W^{(n)} \perp A^{(n)} \mid S^{(n)}\right\}$,
(b) $n_{A}(s) / n(s) \xrightarrow{p} \pi_{A}(s) \in(0,1)$ for all $s \in \mathcal{S}$,

Assumption 2.2(a) requires that the treatment assignment mechanism is a function of the vector of strata $S^{(n)}$ and an exogenous randomization device. Assumption 2.2(b) imposes that the fraction of units assigned to treatment in the stratum $s$ converges in probability to a target proportion $\pi_{A}(s)$ as the sample size diverges.

As we show in Section 3, Assumption 2.2 imposes sufficient structure of the CAR mechanism to analyze the asymptotic distribution of the LATE estimator in the SAT regression. However, as we show in Sections 4 and 5, Assumption 2.2 will not be enough to guarantee the consistency of the LATE estimator in the SFE and 2 SR regressions. To analyse the asymptotic properties of these estimators, we replace Assumption 2.2 with the following condition, which mildly strengthens it.

Assumption 2.3. The treatment assignment mechanism satisfies
(a) $\left\{W^{(n)} \perp A^{(n)} \mid S^{(n)}\right\}$,
(b) $\left\{\left\{\sqrt{n}\left(n_{A}(s) / n(s)-\pi_{A}(s)\right): s \in \mathcal{S}\right\} \mid S^{(n)}\right\} \xrightarrow{d} N\left(\mathbf{0}, \Sigma_{A}\right)$ w.p.a.1, and, for some $\tau(s) \in[0,1]$,

$$
\Sigma_{A} \equiv \operatorname{diag}\left(\left\{\tau(s) \pi_{A}(s)\left(1-\pi_{A}(s)\right) / p(s): s \in \mathcal{S}\right\}\right)
$$

(c) $\pi_{A}=\pi_{A}(s) \in(0,1)$ for all $s \in \mathcal{S}$.

Note that Assumption 2.2(a) and Assumption 2.3(a) coincide. Assumption 2.3(b) strengthens the convergence Assumption 2.2(b), and it requires the fraction of units assigned to the treatment in the stratum $s$ to be asymptotically normal, conditional on the vector of strata $S^{(n)}$. For each stratum $s \in \mathcal{S}$, the parameter $\tau(s) \in[0,1]$ determines the amount of dispersion that the CAR mechanism allows on the fraction of units assigned to the treatment in that stratum. A lower value of $\tau(s)$ implies that the CAR mechanism imposes a higher degree of "balance" or "control" of the treatment assignment proportion relative to its desired target value. ${ }^{5}$ Finally, Assumption 2.3(c) imposes that the target value for the treatment assignment does not vary by strata. As we show in Sections 4 and 5 , this condition is key to the consistency of the LATE estimators produced by the SFE and 2SR regressions.

As explained by Bugni et al. (2018, 2019) and Rosenberger and Lachin (2016, Sections 3.10 and 3.11), Assumptions 2.2 and 2.3 are satisfied by a wide array of CAR schemes. We briefly consider two popular schemes that can easily be seen to satisfy this assumption.

Example 2.1 (Simple Random Sampling (SRS)). This refers to a treatment assignment mechanism in which $A^{(n)}$ satisfy

$$
\begin{equation*}
P\left(A^{(n)}=\left\{a_{i}: i=1, \ldots, n\right\} \mid S^{(n)}=\left\{s_{i}: i=1, \ldots, n\right\}, W^{(n)}\right)=\prod_{i=1}^{n} \pi_{A}\left(s_{i}\right)^{a_{i}}\left(1-\pi_{A}\left(s_{i}\right)\right)^{1-a_{i}} . \tag{2.4}
\end{equation*}
$$

In other words, SRS assigns each participant in the stratum s to treatment with probability $\pi_{A}(s)$ and to control with probability $\left(1-\pi_{A}(s)\right)$, independent of anything else in sample.

Note that Assumption 2.3(a) follows immediately from (2.4). Also, by combining (2.4), Assumption 2.1, and the Central Limit Theorem (CLT), it is possible to show Assumption 2.3(b) holds with $\tau(s)=1$ for all $s \in \mathcal{S}$. In terms of the range of values of $\tau(s)$ allowed by Assumption 2.3(b), SRS imposes the least amount of "balance" of the treatment assignment proportion relative to its desired target value. Finally, Assumption $2.3(c)$ can be satisfied by setting $\pi_{A}(s)$ to be constant across strata.

Example 2.2 (Stratified Block Randomization (SBR)). This is sometimes also referred to as block randomization or permuted blocks within strata. In $S B R$, the assignments across strata are independent, and independently of the rest of the information in the sample. Within every stratum $s, S B R$ assigns exactly

[^3]$\left\lfloor n(s) \pi_{A}(s)\right\rfloor$ of the $n(s)$ participants in stratum $s$ to treatment and the remaining $n(s)-\left\lfloor n(s) \pi_{A}(s)\right\rfloor$ to control, where all possible
$$
\binom{n(s)}{\left\lfloor n(s) \pi_{A}(s)\right\rfloor}
$$
assignments are equally likely.
As explained by Bugni et al. (2018, 2019), this mechanism satisfies Assumptions 2.3(a)-(b) with $\tau(s)=0$ for all $s \in \mathcal{S}$. In terms of the range of values of $\tau(s)$ allowed by Assumption 2.3(b), SBR imposes the most amount of "balance" of the treatment assignment proportion relative to its desired target value. Finally, Assumption 2.3(c) can be satisfied by setting $\pi_{A}(s)$ to be constant across strata.

## 3 "Fully saturated" (SAT) IV regression

In this section, we study the asymptotic properties of an IV estimator of the LATE based on a linear regression model of the outcome of interest on the full set of indicators for all strata and their interaction with the treatment decision, where the latter is instrumented with the treatment assignment. We refer to this as the SAT IV regression. We show in this section that this SAT IV regression can consistently estimate the LATE for each stratum, and we derive their joint asymptotic distribution. These estimators can then be combined to produce a consistent estimator of the LATE. We show that this estimator is asymptotically normal and we characterize its asymptotic variance in terms of the primitives parameters of the RCT. We also show that the coefficients and residuals of the SAT IV regression can be used to consistently estimate these primitive parameters, which allows us to propose a consistent estimator of the standard errors of the LATE estimator. All of this allows us to propose hypothesis tests for the LATE that are asymptotically exact, i.e., their limiting rejection probability under the null hypothesis is equal to the nominal level.

In terms of our notation, the SAT IV regression is the result of regressing $Y_{i}$ on $\left\{I\left\{S_{i}=s\right\}: s \in \mathcal{S}\right\}$ and $\left\{D_{i} I\left\{S_{i}=s\right\}: s \in \mathcal{S}\right\}$. Since the treatment decision $D_{i}$ is endogenously decided by the RCT participant, we instrument it with the exogenous treatment assignment $A_{i}$. To define these IV estimators precisely, set

$$
\begin{aligned}
& \mathbf{Y}_{n} \equiv\left\{Y_{i}: i=1, \ldots, n\right\}^{\prime} \\
& \mathbf{X}_{n}^{\text {sat }} \equiv\left\{X_{i}^{\text {sat }}: i=1, \ldots, n\right\}^{\prime} \quad \text { with } X_{i}^{\text {sat }} \equiv\left\{\left\{I\left\{S_{i}=s\right\}: s \in \mathcal{S}\right\}^{\prime},\left\{D_{i} I\left\{S_{i}=s\right\}: s \in \mathcal{S}\right\}^{\prime}\right\} \\
& \mathbf{Z}_{n}^{\text {sat }} \equiv\left\{Z_{i}^{\text {sat }}: i=1, \ldots, n\right\}^{\prime} \quad \text { with } Z_{i}^{\text {sat }} \equiv\left\{\left\{I\left\{S_{i}=s\right\}: s \in \mathcal{S}\right\}^{\prime},\left\{A_{i} I\left\{S_{i}=s\right\}: s \in \mathcal{S}\right\}^{\prime}\right\} .
\end{aligned}
$$

The IV estimators of the coefficients in SAT regression are

$$
\begin{equation*}
\left(\left\{\hat{\gamma}_{\mathrm{sat}}(s): s \in \mathcal{S}\right\}^{\prime},\left\{\hat{\beta}_{\mathrm{sat}}(s): s \in \mathcal{S}\right\}^{\prime}\right)^{\prime} \equiv\left(\mathbf{Z}_{n}^{\mathrm{sat}}{ }^{\prime} \mathbf{X}_{n}^{\mathrm{sat}}\right)^{-1}\left(\mathbf{Z}_{n}^{\mathrm{sat}}{ }^{\prime} \mathbf{Y}_{n}\right) \tag{3.1}
\end{equation*}
$$

where $\hat{\gamma}_{\text {sat }}(s)$ corresponds to the IV estimator of the coefficient on $I\left\{S_{i}=s\right\}$ and $\hat{\beta}_{\text {sat }}(s)$ corresponds to the IV estimator of the coefficient on $D_{i} I\left\{S_{i}=s\right\}$.

Under Assumptions 2.1 and 2.2, Theorem A. 1 in the appendix shows that, for each stratum $s \in \mathcal{S}$,

$$
\begin{align*}
& \hat{\gamma}_{\text {sat }}(s) \xrightarrow{p} \gamma(s) \equiv\left[\begin{array}{c}
\pi_{D(1)}(s) E[Y(0) \mid C, S=s]-\pi_{D(0)}(s) E[Y(1) \mid C, S=s]+ \\
\pi_{D(0)}(s) E[Y(1) \mid A T, S=s]+\left(1-\pi_{D(1)}(s)\right) E[Y(0) \mid N T, S=s]
\end{array}\right] \\
& \hat{\beta}_{\text {sat }}(s) \xrightarrow{p} \beta(s) \equiv E[Y(1)-Y(0) \mid C, S=s] . \tag{3.2}
\end{align*}
$$

This last equation in (3.2) reveals that $\hat{\beta}_{\text {sat }}$ is a consistent estimator of the vector of strata-specific LATE. To define a consistent estimator of the LATE based on these, all we then need is a consistent estimator of
the probability a participant belongs to each strata conditional on being a complier, i.e., $P(S=s \mid C)$ for $s \in \mathcal{S}$. To this end, for every $s \in \mathcal{S}$, let

$$
\begin{align*}
\hat{P}(S=s, C) & \equiv \frac{n(s)}{n}\left(\frac{n_{A D}(s)}{n_{A}(s)}-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right) \\
\hat{P}(C) & \equiv \sum_{s \in \mathcal{S}} \frac{n(s)}{n}\left(\frac{n_{A D}(s)}{n_{A}(s)}-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right) \\
\hat{P}(S=s \mid C) & \equiv \frac{\hat{P}(S=s, C)}{\hat{P}(C)}=\frac{\frac{n(s)}{n}\left(\frac{n_{A D}(s)}{n_{A}(s)}-\frac{n_{D}(s)-n_{A D}(s)}{n_{1}\left(s-n_{A}(s)\right.}\right)}{\sum_{\tilde{s} \in \mathcal{S}} \frac{n(\hat{s})}{n}\left(\frac{n_{A D}(\tilde{s})}{n_{A}(\hat{s})}-\frac{n_{D}(\hat{s})-n_{A D}(\tilde{s})}{n(\hat{s})-n_{A}(\hat{s})}\right)}, \tag{3.3}
\end{align*}
$$

where

$$
\begin{aligned}
n_{A D}(s) & \equiv \sum_{i=1}^{n} 1\left[A_{i}=1, D_{i}=1, S_{i}=s\right] \\
n_{D}(s) & \equiv \sum_{i=1}^{n} 1\left[D_{i}=1, S_{i}=s\right] .
\end{aligned}
$$

Under Assumptions 2.1 and 2.2, Theorem A. 1 also shows that $\hat{P}(S=s \mid C)$ is a consistent estimator of $P(S=s \mid C)$ for every $s \in \mathcal{S}$. It is then natural to propose the following estimator of the LATE:

$$
\begin{equation*}
\hat{\beta}_{\text {sat }} \equiv \sum_{s \in \mathcal{S}} \hat{P}(S=s \mid C) \hat{\beta}_{\text {sat }}(s) . \tag{3.4}
\end{equation*}
$$

It follows from our previous discussion, the continuous mapping theorem, and the law of iterated expectations that $\hat{\beta}_{\text {sat }}$ is a consistent estimator of the LATE. The following theorem confirms this result, and also characterizes its asymptotic distribution in terms of primitive parameters of the RCT.

Theorem 3.1 (SAT main result). Suppose that Assumptions 2.1 and 2.2 hold. Then,

$$
\sqrt{n}\left(\hat{\beta}_{\text {sat }}-\beta\right) \xrightarrow{d} N\left(0, V_{\text {sat }}\right),
$$

where $\beta \equiv E[Y(1)-Y(0) \mid C]$ and $V_{\mathrm{sat}} \equiv V_{Y, 1}^{\mathrm{sat}}+V_{Y, 0}^{\mathrm{sat}}+V_{D, 1}^{\mathrm{sat}}+V_{D, 0}^{\mathrm{sat}}+V_{H}^{\mathrm{sat}}$ with

$$
\begin{align*}
& V_{Y, 1}^{\mathrm{sat}} \equiv \frac{1}{P(C)^{2}} \sum_{s \in \mathcal{S}} \frac{p(s)}{\pi_{A}(s)}\left[\begin{array}{c}
V[Y(1) \mid A T, S=s] \pi_{D(0)}(s)+V[Y(0) \mid N T, S=s]\left(1-\pi_{D(1)}(s)\right) \\
+V[Y(1) \mid C, S=s]\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) \\
+(E[Y(1) \mid C, S=s]-E[Y(1) \mid A T, S=s])^{2} \times \\
\pi_{D(0)}(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) / \pi_{D(1)}(s)
\end{array}\right] \\
& V_{Y, 0}^{\mathrm{sat}} \equiv \frac{1}{P(C)^{2}} \sum_{s \in \mathcal{S}} \frac{p(s)}{\left(1-\pi_{A}(s)\right)}\left[\begin{array}{c}
V[Y(1) \mid A T, S=s] \pi_{D(0)}(s)+V[Y(0) \mid N T, S=s]\left(1-\pi_{D(1)}(s)\right) \\
+V[Y(0) \mid C, S=s]\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) \\
+(E[Y(0) \mid C, S=s]-E[Y(0) \mid N T, S=s])^{2} \times \\
\left(1-\pi_{D(1)}(s)\right)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) /\left(1-\pi_{D(0)}(s)\right)
\end{array}\right] \\
& V_{D, 1}^{\text {sat }} \equiv \frac{1}{P(C)^{2}} \sum_{s \in \mathcal{S}} \frac{p(s)\left(1-\pi_{D(1)}(s)\right)}{\pi_{A}(s) \pi_{D(1)}(s)}\left[\begin{array}{c}
-\pi_{D(0)}(s)(E[Y(1) \mid C, S=s]-E[Y(1) \mid A T, S=s]) \\
+\pi_{D(1)}(s)(E[Y(0) \mid C, S=s]-E[Y(0) \mid N T, S=s]) \\
+\pi_{D(1)}(s)(E[Y(1)-Y(0) \mid C, S=s]-\beta)
\end{array}\right]^{2} \\
& V_{D, 0}^{\text {sat }} \equiv \frac{1}{P(C)^{2}} \sum_{s \in \mathcal{S}} \frac{p(s) \pi_{D(0)}(s)}{\left(1-\pi_{A}(s)\right)\left(1-\pi_{D(0)}(s)\right)}\left[\begin{array}{c}
-\left(1-\pi_{D(0)}(s)\right)(E[Y(1) \mid C, S=s]-E[Y(1) \mid A T, S=s]) \\
+\left(1-\pi_{D(1)}(s)\right)(E[Y(0) \mid C, S=s]-E[Y(0) \mid N T, S=s]) \\
+\left(1-\pi_{D(0)}(s)\right)(E[Y(1)-Y(0) \mid C, S=s]-\beta)
\end{array}\right]^{2} \\
& V_{H}^{\text {sat }} \equiv \frac{1}{P(C)^{2}} \sum_{s \in \mathcal{S}} p(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right)^{2}(E[Y(1)-Y(0) \mid C, S=s]-\beta)^{2} \\
& P(C) \equiv \sum_{s \in \mathcal{S}} p(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right)>0 . \tag{3.5}
\end{align*}
$$

Several remarks about Theorem 3.1 are in order. First, we note that $\hat{\beta}_{\text {sat }}$ is related to the IV estimator $\hat{\beta}_{3}$ considered by Ansel et al. (2018). In fact, these two estimators coincide if one specifies their covariate $X_{i}$ as a full vector of strata dummies. By specifying the set of covariates in our regression, we are able to obtain a closed-form expression of the asymptotic variance of $\hat{\beta}_{\text {sat }}$ in terms of the primitive parameters of the RCT. This will become useful in Section 6, where we consider the problem of choosing the parameters of the RCT to improve efficiency.

Second, we note that Bugni et al. (2019) derive the asymptotic distribution of $\hat{\beta}_{\text {sat }}$ under perfect compliance (i.e., $\left.\pi_{D(1)}(s)=1, \pi_{D(0)}(s)=0\right)$. This means that we can understand the consequences of imperfect compliance by comparing Theorem 3.1 and Bugni et al. (2019, Theorem 3.1). First and foremost, we note that imperfect compliance means that the probability limit of $\hat{\beta}_{\text {sat }}$ is no longer the ATE, but rather the LATE. Second, we note that imperfect compliance introduces significant changes to the asymptotic variance of $\hat{\beta}_{\text {sat }}$. Imperfect compliance not only changes the expressions of $V_{Y}^{\text {sat }}=V_{Y, 1}^{\text {sat }}+V_{Y, 0}^{\text {sat }}$ and $V_{H}^{\text {sat }}$, but it also adds two new terms, $V_{D, 1}^{\text {sat }}$ and $V_{D, 0}^{\text {sat }}$. All of this implies that the consistent estimator of $V_{\text {sat }}$ proposed in Bugni et al. (2019, Theorem 3.3) no longer applies, and a new one is required. We do this in Theorem 3.2.

Third, it is notable that Assumption 2.3 is not required to derive Theorem 3.1. In other words, the details of the CAR mechanism are not relevant to the asymptotic distribution of $\hat{\beta}_{\text {sat }}$. This was pointed out in the case of perfect compliance by Bugni et al. (2019), and Theorem 3.1 reveals that it also extends to the present setup.

Third, we note that Theorem 3.1 allows for $\pi_{D(0)}(s)=P(A T \mid S=s)=0$ or $1-\pi_{D(1)}(s)=P(N T \mid S=$ $s)=0$, but this requires a mild abuse of notation. If $\pi_{D(0)}(s)=P(A T \mid S=s)=0$, the mean and the variance of $\{Y(1) \mid A T, S=s\}$ are not properly defined, but we can set

$$
V[Y(1) \mid A T, S=s] \pi_{D(0)}(s)=0 \quad \text { and } \quad E[Y(1) \mid A T, S=s] \pi_{D(0)}(s)=0
$$

Similarly, if $1-\pi_{D(1)}(s)=P(N T \mid S=s)=0$, the mean and the variance of $\{Y(0) \mid N T, S=s\}$ are not properly defined, but we can set

$$
V[Y(0) \mid N T, S=s]\left(1-\pi_{D(1)}(s)\right)=0 \quad \text { and } \quad E[Y(0) \mid N T, S=s]\left(1-\pi_{D(1)}(s)\right)=0
$$

In particular, in the special case of perfect compliance (i.e., $\left.\pi_{D(1)}(s)=1, \pi_{D(0)}(s)=0\right)$, Theorem 3.1 then holds with

$$
\begin{aligned}
\beta & =E[Y(1)-Y(0)] \\
V_{\mathrm{sat}} & =\sum_{s \in \mathcal{S}} p(s)\left(\frac{V[Y(1) \mid S=s]}{\pi_{A}(s)}+\frac{V[Y(0) \mid S=s]}{\left(1-\pi_{A}(s)\right)}+(E[Y(1)-Y(0) \mid S=s]-\beta)^{2}\right),
\end{aligned}
$$

which can be shown to coincide with the corresponding result in Bugni et al. (2019, Section 5).
As promised earlier, the next result provides a consistent estimator of $V_{\text {sat }}$.
Theorem 3.2 (Estimator of SAT asy. variance). Suppose that Assumptions 2.1 and 2.2 hold. Define the following estimators:

$$
\begin{align*}
& \hat{V}_{1}^{\text {sat }} \equiv \frac{1}{\hat{P}(C)^{2}} \sum_{s \in \mathcal{S}}\left(\frac{n(s)}{n_{A}(s)}\right)^{2} \times \\
& {\left[\begin{array}{l}
\frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=1, A_{i}=1, S_{i}=s\right\}\left[\hat{u}_{i}+\left(1-\frac{n_{A D}(s)}{n_{A}(s)}\right)\left(\hat{\beta}_{\text {sat }}(s)-\hat{\beta}_{\text {sat }}\right)\right]^{2}+ \\
\frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=0, A_{i}=1, S_{i}=s\right\}\left[\hat{u}_{i}-\frac{n_{A D}(s)}{n_{A}(s)}\left(\hat{\beta}_{\text {sat }}(s)-\hat{\beta}_{\text {sat }}\right)\right]^{2}
\end{array}\right] } \\
& \hat{V}_{0}^{\text {sat }} \equiv \frac{1}{\hat{P}(C)^{2}} \sum_{s \in \mathcal{S}}\left(\frac{n(s)}{n(s)-n_{A}(s)}\right)^{2} \times \\
& {\left[\begin{array}{l}
\frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=1, A_{i}=0, S_{i}=s\right\}\left[\hat{u}_{i}+\left(1-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right)\left(\hat{\beta}_{\text {sat }}(s)-\hat{\beta}_{\text {sat }}\right)\right]^{2}+ \\
\frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=0, A_{i}=0, S_{i}=s\right\}\left[\hat{u}_{i}-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\left(\hat{\beta}_{\text {sat }}(s)-\hat{\beta}_{\text {sat }}\right)\right]^{2}
\end{array}\right] } \\
& \hat{V}_{H}^{\text {sat }} \equiv \frac{1}{\hat{P}(C)^{2}} \sum_{s \in \mathcal{S}} \frac{n(s)}{n}\left(\frac{n_{A D}(s)}{n_{A}(s)}-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right)^{2}\left(\hat{\beta}_{\text {sat }}(s)-\hat{\beta}_{\text {sat }}\right)^{2}, \tag{3.6}
\end{align*}
$$

where $\left\{\hat{u}_{i}\right\}_{i=1}^{n}$ are the SAT IV-regression residuals, given by

$$
\begin{equation*}
\hat{u}_{i} \equiv Y_{i}-\sum_{s \in \mathcal{S}} I\left\{S_{i}=s\right\} \hat{\gamma}_{\mathrm{sat}}(s)-\sum_{s \in \mathcal{S}} D_{i} I\left\{S_{i}=s\right\} \hat{\beta}_{\mathrm{sat}}(s), \tag{3.7}
\end{equation*}
$$

and $\left(\hat{\gamma}_{\text {sat }}(s), \hat{\beta}_{\text {sat }}(s)\right), \hat{\beta}_{\text {sat }}$, and $\hat{P}(C)$ are as in (3.1), (3.4), and (3.3), respectively. Then,

$$
\begin{equation*}
\hat{V}_{\mathrm{sat}} \equiv \hat{V}_{1}^{\mathrm{sat}}+\hat{V}_{0}^{\mathrm{sat}}+\hat{V}_{H}^{\mathrm{sat}} \xrightarrow{p} V_{\mathrm{sat}} . \tag{3.8}
\end{equation*}
$$

We can propose hypothesis tests for the LATE by combining Theorems 3.1 and 3.2. For completeness, this is recorded in the next result.

Theorem 3.3 (SAT test). Suppose that Assumptions 2.1 and 2.2 hold, and that $V_{\text {sat }}>0$. For the problem of testing (2.2) at level $\alpha \in(0,1)$, Consider the following hypothesis testing procedure

$$
\phi_{n}^{\text {sat }}\left(X^{(n)}\right) \equiv I\left\{\left|\frac{\sqrt{n}\left(\hat{\beta}_{\text {sat }}-\beta_{0}\right)}{\sqrt{\hat{V}_{\mathrm{sat}}}}\right|>z_{1-\alpha / 2}\right\},
$$

where $z_{1-\alpha / 2}$ is the $(1-\alpha / 2)$-quantile of $N(0,1)$. Then,

$$
\lim _{n \rightarrow \infty} E\left[\phi_{n}^{\mathrm{sat}}\left(X^{(n)}\right)\right]=\alpha
$$

whenever $H_{0}$ in (2.2) holds, i.e., $\beta=\beta_{0}$.

## 4 "Strata fixed effects" (SFE) IV regression

In this section, we consider the asymptotic properties of an IV estimator of the LATE based on a linear regression model of the outcome of interest with a full set of indicators for all strata and the treatment decision, where the latter is instrumented with the treatment assignment. We refer to this as the SFE IV regression. Under certain conditions, we show that this SFE IV regression consistently estimates the LATE. We show that this estimator is asymptotically normal and we characterize its asymptotic variance in terms of the primitives parameters of the RCT. We also propose a consistent estimator of this asymptotic variance by using the results of the SAT IV regression in Section 3. This allows us to propose hypothesis tests for the LATE that are asymptotically exact, i.e., their limiting rejection probability under the null hypothesis is equal to the nominal level.

In terms of our notation, the SFE IV regression is the result of regressing $Y_{i}$ on $\left\{I\left\{S_{i}=s\right\}: s \in \mathcal{S}\right\}$ and $D_{i}$. Since the treatment decision $D_{i}$ is endogenously decided by the RCT participant, we instrument it with the exogenous treatment assignment $A_{i}$. To define this IV estimator precisely, set

- $\mathbf{Y}_{n}=\left\{Y_{i}: i=1, \ldots, n\right\}^{\prime}$,
- $\mathbf{X}_{n}^{\mathrm{sfe}}=\left\{X_{i}^{\mathrm{sfe}}: i=1, \ldots, n\right\}^{\prime}$ with $X_{i}^{\mathrm{sfe}}=\left\{\left\{I\left\{S_{i}=s\right\}: s \in \mathcal{S}\right\}^{\prime}, D_{i}\right\}$,
- $\mathbf{Z}_{n}^{\text {sfe }}=\left\{Z_{i}^{\text {sfe }}: i=1, \ldots, n\right\}^{\prime}$ with $Z_{i}^{\text {sfe }}=\left\{\left\{I\left\{S_{i}=s\right\}: s \in \mathcal{S}\right\}^{\prime}, A_{i}\right\}$.

The estimators of the coefficients in IV SFE regression are

$$
\begin{equation*}
\left\{\left\{\hat{\gamma}_{\mathrm{sfe}}(s): s \in \mathcal{S}\right\}^{\prime}, \hat{\beta}_{\mathrm{sfe}}\right\}^{\prime} \equiv\left(\mathbf{Z}_{n}^{\mathrm{sfe}^{\prime}} \mathbf{X}_{n}^{\mathrm{sfe}}\right)^{-1}\left(\mathbf{Z}_{n}^{\mathrm{sfe}^{\prime}} \mathbf{Y}_{n}\right) \tag{4.1}
\end{equation*}
$$

where $\hat{\gamma}_{\mathrm{sfe}}(s)$ corresponds to the IV estimator of the coefficient on $I\left\{S_{i}=s\right\}$ and $\hat{\beta}_{\mathrm{sfe}}$ corresponds to the IV estimator of the coefficient on $D_{i}$.

Under Assumptions 2.1 and 2.2, Theorem A. 5 in the appendix shows that

$$
\hat{\beta}_{\mathrm{sfe}} \xrightarrow{p} \sum_{s \in \mathcal{S}} \omega(s) E[Y(1)-Y(0) \mid C, S=s],
$$

where $\{\omega(s)\}_{s \in \mathcal{S}}$ are non-negative weights defined by

$$
\begin{equation*}
\omega(s) \equiv \frac{\pi_{A}(s)\left(1-\pi_{A}(s)\right) P(C, S=s)}{\sum_{\tilde{s} \in \mathcal{S}} \pi_{A}(\tilde{s})\left(1-\pi_{A}(\tilde{s})\right) P(C, S=\tilde{s})} \tag{4.2}
\end{equation*}
$$

These equations show that $\hat{\beta}_{\text {sfe }}$ is not necessarily a consistent estimator of the LATE under Assumptions 2.1 and 2.2. By inspecting (4.2), it follows that the consistency of the estimator can be restored provided that the treatment propensity does not vary by strata, i.e., Assumption 2.3(c). For this reason, we maintain this condition for the remainder of this section.

The following result reveals that $\hat{\beta}_{\text {sfe }}$ is a consistent and asymptotically normal estimator of the LATE. The result characterizes the asymptotic distribution of this estimator in terms of primitive parameters of
the RCT.
Theorem 4.1 (SFE main result). Suppose that Assumptions 2.1 and 2.3 hold. Then,

$$
\sqrt{n}\left(\hat{\beta}_{\mathrm{sfe}}-\beta\right) \quad \xrightarrow{d} \quad N\left(0, V_{\mathrm{sfe}}\right),
$$

where $\beta \equiv E[Y(1)-Y(0) \mid C]$ and $V_{\mathrm{sfe}} \equiv V_{\mathrm{sat}}+V_{A}^{\mathrm{sfe}}$ with

$$
\begin{equation*}
V_{A}^{\mathrm{sfe}} \equiv \frac{\left(1-2 \pi_{A}\right)^{2}}{P(C)^{2} \pi_{A}\left(1-\pi_{A}\right)} \sum_{s \in \mathcal{S}} p(s) \tau(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right)^{2}(E[Y(1)-Y(0) \mid C, S=s]-\beta)^{2} \tag{4.3}
\end{equation*}
$$

with $P(C)$ and $V_{\text {sat }}$ as defined in (3.5).
We now give several remarks about Theorem 4.1. First, we note that $\hat{\beta}_{\text {sfe }}$ is related to the IV estimator $\hat{\beta}_{2}$ considered by Ansel et al. (2018). In fact, these two estimators coincide if one specifies their covariate $X_{i}$ as a full vector of strata dummies. As pointed out in Section 3, specifying the covariates in the regression allows us to obtain a closed-form expression of the asymptotic variance $\hat{\beta}_{\text {sfe }}$ in terms of the primitive parameters of the RCT.

As we have done in Section 3 with the SAT IV regression, we can analyze the consequences of imperfect compliance for the SFE IV regression by comparing Theorem 4.1 and Bugni et al. (2018, Theorem 4.3) or Bugni et al. (2019, Theorem 4.1). First, note that imperfect compliance means that the probability limit of $\hat{\beta}_{\text {sfe }}$ is not the ATE, but rather the LATE. Second, we note that imperfect compliance introduces significant changes to the asymptotic variance of $\hat{\beta}_{\text {sfe }}$. This implies that the consistent estimators of $V_{\text {sfe }}$ proposed in Bugni et al. (2018, Section 4.2) or Bugni et al. (2019, Theorem 4.2) do not apply, and a new one is required. We provide this in Theorem 4.2.

Third, we note that Theorem 4.1 relies on Assumption 2.3, which is stronger than Assumption 2.2 used to derive Theorem 3.1. First, and as discussed earlier, Assumption 2.3(c) is important to guarantee that $\hat{\beta}_{\text {sfe }}$ is a consistent estimator of the LATE. Second, we note that the derivation of the asymptotic distribution of $\hat{\beta}_{\text {sfe }}$ relies on the details about the CAR mechanism provided in Assumption 2.3(b). These types of details were not required to derive the asymptotic distribution of $\hat{\beta}_{\text {sat }}$ in Theorem 3.1.

Fourth, it is relevant to note that $V_{\text {sfe }}-V_{\text {sat }}=V_{A}^{\text {sfe }} \geq 0$, which reveals that $\hat{\beta}_{\text {sat }}$ is equally or more efficient than $\hat{\beta}_{\text {sfe }}$. In particular, both estimators have the same asymptotic distribution if and only if $V_{A}^{\text {sfe }}=0$. By inspecting (4.3), this occurs if the RCT is implemented with either $\pi=1 / 2$ or $\tau(s)=0$ (e.g., by using SBR as described in Example 2.2).

Fifth, we note that Theorem 4.1 allows for $\pi_{D(0)}(s)=P(A T \mid S=s)=0$ or $1-\pi_{D(1)}(s)=P(N T \mid S=$ $s)=0$, by using the same abuse of notation as in Section 3. In particular, in the special case of perfect compliance (i.e., $\left.\pi_{D(1)}(s)=1, \pi_{D(0)}(s)=0\right)$, Theorem 4.1 then holds with

$$
\begin{aligned}
\beta & =E[Y(1)-Y(0)] \\
V_{\mathrm{sfe}} & =\sum_{s \in \mathcal{S}} p(s)\left[\frac{V[Y(1) \mid S=s]}{\pi_{A}(s)}+\frac{V[Y(0) \mid S=s]}{\left(1-\pi_{A}(s)\right)}+\left(1+\tau(s) \frac{\left(1-2 \pi_{A}\right)^{2}}{\pi_{A}\left(1-\pi_{A}\right)}\right)(E[Y(1)-Y(0) \mid S=s]-\beta)^{2}\right]
\end{aligned}
$$

which coincides with the corresponding results in Bugni et al. (2018, Section 4.2) and Bugni et al. (2019, Section 5).

As promised earlier, the next result provides a consistent estimator of $V_{\text {sfe }}$.
Theorem 4.2 (Estimator of SFE asy. variance). Assume Assumptions 2.1 and 2.3. Define the following
estimator:

$$
\begin{equation*}
\hat{V}_{A}^{\mathrm{sfe}} \equiv \frac{1}{\hat{P}(C)^{2}} \sum_{s \in \mathcal{S}} \frac{n(s)}{n} \tau(s) \frac{\left(1-2 \frac{n_{A}(s)}{n(s)}\right)^{2}}{\frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A}(s)}{n(s)}\right)}\left[\frac{n_{A D}(s)}{n_{A}(s)}-\frac{\left(n_{D}(s)-n_{A D}(s)\right)}{\left(n(s)-n_{A}(s)\right)}\right]^{2}\left(\hat{\beta}_{\mathrm{sat}}(s)-\hat{\beta}_{\mathrm{sat}}\right)^{2}, \tag{4.4}
\end{equation*}
$$

where $\left(\hat{\beta}_{\text {sat }}(s): s \in \mathcal{S}\right), \hat{\beta}_{\text {sat }}$, and $\hat{P}(C)$ are as in (3.1), (3.4), and (3.3), respectively. Then,

$$
\hat{V}_{\mathrm{sfe}}=\hat{V}_{\mathrm{sat}}+\hat{V}_{A}^{\mathrm{sfe}} \xrightarrow{p} V_{\mathrm{sfe}}
$$

where $\hat{V}_{\text {sat }}$ is as in (3.6).
To conclude the section, we can propose hypothesis tests for the LATE by combining Theorems 4.1 and 4.2. For completeness, this is recorded in the next result.

Theorem 4.3 (SFE test). Suppose that Assumptions 2.1 and 2.3 hold, and that $V_{\text {sfe }}>0$. For the problem of testing (2.2) at level $\alpha \in(0,1)$, Consider the following hypothesis testing procedure

$$
\phi_{n}^{\mathrm{sfe}}\left(X^{(n)}\right) \equiv I\left\{\left|\frac{\sqrt{n}\left(\hat{\beta}_{\mathrm{sfe}}-\beta_{0}\right)}{\sqrt{\hat{V}_{\mathrm{sfe}}}}\right|>z_{1-\alpha / 2}\right\}
$$

where $z_{1-\alpha / 2}$ is the $(1-\alpha / 2)$-quantile of $N(0,1)$. Then,

$$
\lim _{n \rightarrow \infty} E\left[\phi_{n}^{\mathrm{sfe}}\left(X^{(n)}\right)\right]=\alpha
$$

whenever $H_{0}$ in (2.2) holds, i.e., $\beta=\beta_{0}$.

## 5 "Two sample" (2S) IV regression

We now consider the asymptotic properties of an IV estimator of the LATE based on a linear regression model of the outcome of interest on a constant and the treatment decision, where the latter is instrumented with the treatment assignment. We refer to this as the 2S IV regression. Under certain conditions, the 2S IV regression can consistently estimate the LATE. We show that this estimator is asymptotically normal and we characterize its asymptotic variance in terms of the primitives parameters of the RCT. We also propose a consistent estimator of this asymptotic variance by using the results of the SAT IV regression in Section 3. This allows us to propose hypothesis tests for the LATE that are asymptotically exact, i.e., their limiting rejection probability under the null hypothesis is equal to the nominal level.

In terms of our notation, the 2 S IV regression is the result of regressing $Y_{i}$ on 1 and $D_{i}$. Since the treatment decision $D_{i}$ is endogenously decided by the RCT participant, we instrument it with the exogenous treatment assignment $A_{i}$. To define this IV estimator precisely, set

- $\mathbf{Y}_{n}=\left\{Y_{i}: i=1, \ldots, n\right\}^{\prime}$,
- $\mathbf{X}_{n}^{2 \mathrm{~s}}=\left\{X_{i}^{2 \mathrm{~s}}: i=1, \ldots, n\right\}^{\prime}$ with $X_{i}^{2 \mathrm{~s}}=\left\{\left(1, D_{i}\right)\right\}$,
- $\mathbf{Z}_{n}^{2 \mathrm{~s}}=\left\{Z_{i}^{2 \mathrm{~s}}: i=1, \ldots, n\right\}^{\prime}$ with $Z_{i}^{2 \mathrm{~s}}=\left\{\left(1, A_{i}\right)\right\}$.

The estimators of the coefficients in IV 2 S regression are

$$
\begin{equation*}
\left(\hat{\gamma}_{2 \mathrm{~s}}, \hat{\beta}_{2 \mathrm{~s}}\right)^{\prime} \equiv\left(\mathbf{Z}_{n}^{2 \mathrm{~s}^{\prime}} \mathbf{X}_{n}^{2 \mathrm{~s}}\right)^{-1}\left(\mathbf{Z}_{n}^{2 \mathrm{~s}^{\prime}} \mathbf{Y}_{n}\right) \tag{5.1}
\end{equation*}
$$

where $\hat{\gamma}_{2 \mathrm{~s}}$ corresponds to the IV estimator of the coefficient on 1 and $\hat{\beta}_{2 \mathrm{~s}}$ corresponds to the IV estimator of the coefficient on $D_{i}$.

Under Assumptions 2.1 and 2.2, Theorem A. 6 in the appendix shows that
with $P(A) \equiv \sum_{s \in \mathcal{S}} p(s) \pi_{A}(s)$. This equation reveals that $\hat{\beta}_{2 \mathrm{~s}}$ is not necessarily a consistent estimator of the LATE under Assumptions 2.1 and 2.2. However, if we additionally impose Assumption 2.3(c), it follows that $\hat{\beta}_{2 \mathrm{~s}}$ becomes a consistent estimator of the LATE. For this reason, we maintain this condition for the remainder of this section.

The following result reveals that $\hat{\beta}_{2 \mathrm{~s}}$ is a consistent and asymptotically normal estimator of the LATE. The result characterizes the asymptotic distribution of this estimator in terms of primitive parameters of the RCT.

Theorem 5.1 (2S main result). Suppose that Assumptions 2.1 and 2.3 hold. Then,

$$
\sqrt{n}\left(\hat{\beta}_{2 \mathrm{~s}}-\beta\right) \quad \xrightarrow{d} \quad N\left(0, V_{2 \mathrm{~s}}\right),
$$

where $\beta \equiv E[Y(1)-Y(0) \mid C]$ and $V_{2 \mathrm{~s}} \equiv V_{\text {sat }}+V_{A}^{2 \mathrm{~s}}$ with

$$
V_{A}^{2 s}=\sum_{s \in \mathcal{S}} \frac{p(s) \tau(s)}{\pi_{A}\left(1-\pi_{A}\right) P(C)^{2}}\left[\begin{array}{c}
\left(\pi_{A} \pi_{D(0)}(s)+\left(1-\pi_{A}\right) \pi_{D(1)}(s)\right)(E[Y(1)-Y(0) \mid C, S=s]-\beta)  \tag{5.3}\\
+\pi_{D(1)}(s) E[Y(0) \mid C, S=s]-\pi_{D(0)}(s) E[Y(1) \mid C, S=s] \\
+\pi_{D(0)}(s) E[Y(1) \mid A T, S=s]+\left(1-\pi_{D(1)}(s)\right) E[Y(0) \mid N T, S=s] \\
-\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \times \\
{\left[\begin{array}{c}
\left(\pi_{A} \pi_{D(1)}(\tilde{s})+\left(1-\pi_{A}\right) \pi_{D(0)}(\tilde{s})\right)(E[Y(1)-Y(0) \mid C, S=\tilde{s}]-\beta) \\
+\pi_{D(1)}(\tilde{s}) E[Y(0) \mid C, S=\tilde{s}]-\pi_{D(0)}(\tilde{s}) E[Y(1) \mid C, S=\tilde{s}] \\
+\pi_{D(0)}(\tilde{s}) E[Y(1) \mid A T, S=\tilde{s}]+\left(1-\pi_{D(1)}(\tilde{s})\right) E[Y(0) \mid N T, S=\tilde{s}]
\end{array}\right]}
\end{array}\right],
$$

with $P(C)$ and $V_{\text {sat }}$ as defined in (3.5).
Several remarks about Theorem 5.1 are in order. First, we note that $\hat{\beta}_{2 \mathrm{~s}}$ coincides with IV estimator $\hat{\beta}_{1}$ considered by Ansel et al. (2018). Relative to their results, we provide a closed-form expression of the asymptotic variance $\hat{\beta}_{2 \mathrm{~s}}$ in terms of the primitive parameters of the RCT.

As we have done in the previous sections, we can analyze the consequences of imperfect compliance for the 2 S IV regression by comparing Theorem 5.1 and Bugni et al. (2018, Theorem 4.1). First, note that imperfect compliance means that the probability limit of $\hat{\beta}_{2 \mathrm{~s}}$ is not the ATE, but rather the LATE. Second, we note that imperfect compliance introduces significant changes to the asymptotic variance of $\hat{\beta}_{2 s}$. This implies that the consistent estimator of $V_{2 s}$ proposed in Bugni et al. (2018, Section 4.1) does not apply, and a new one is required. We provide this in Theorem 5.2.

Third, we note that Theorem 5.1 relies on Assumption 2.3, which is stronger than Assumption 2.2 used to derive Theorem 3.1. The argument here is the same as in Section 4. First, Assumption 2.3(c) is important to guarantee that $\hat{\beta}_{2 \mathrm{~s}}$ is a consistent estimator of the LATE. Second, the derivation of the asymptotic
distribution of $\hat{\beta}_{2 \mathrm{~s}}$ relies on the details about the CAR mechanism provided in Assumption 2.3(b).
Fourth, it is relevant to note that $V_{2 \mathrm{~s}}-V_{\mathrm{sat}}=V_{A}^{2 \mathrm{~s}} \geq 0$, which reveals that $\hat{\beta}_{\text {sat }}$ is equally or more efficient than $\hat{\beta}_{2 \mathrm{~s}}$. In particular, both estimators have the same asymptotic distribution if and only if $V_{A}^{2 s}=0$. By inspecting (4.3), this occurs if the RCT is implemented with $\tau(s)=0$ (e.g., by using SBR as described in Example 2.2). We also note that $\tau(s)=0$ implies that $V_{2 \mathrm{~s}}=V_{\text {sfe }}=V_{\text {sat }}$ and $\pi_{A}=1 / 2$ implies that $V_{2 \mathrm{~s}} \geq V_{\text {sfe }}=V_{\text {sat }}$. Other than these special cases, $V_{2 \mathrm{~s}}$ and $V_{\text {sfe }}$ cannot be ordered unambiguously (See Bugni et al. (2018, Remark 4.8) for a similar point in the context of perfect compliance).

Fifth, we note that Theorem 5.1 allows for $\pi_{D(0)}(s)=P(A T \mid S=s)=0$ or $1-\pi_{D(1)}(s)=P(N T \mid S=$ $s)=0$, by using the same abuse of notation as in Section 3. In the special case of perfect compliance (i.e., $\left.\pi_{D(1)}(s)=1, \pi_{D(0)}(s)=0\right)$, Theorem 5.1 then holds with

$$
\begin{aligned}
\beta & =E[Y(1)-Y(0)] \\
V_{2 \mathrm{~s}} & =\sum_{s \in \mathcal{S}} p(s)\left[\begin{array}{rl}
\frac{V[Y(1) \mid S=s]}{\pi_{A}(s)}+\frac{V[Y(0) \mid S=s]}{\left(1-\pi_{A}(s)\right)}+(E[Y(1)-Y(0) \mid S=s]-\beta)^{2} \\
+\tau(s) \pi_{A}\left(1-\pi_{A}\right)\left(\frac{(E[Y(1) \mid S=s]-E[Y(1)])}{\pi_{A}}+\frac{(E[Y(0) \mid S=s]-E[Y(0)])}{\left(1-\pi_{A}\right)}\right)^{2}
\end{array}\right]
\end{aligned}
$$

which coincides with the result in Bugni et al. (2018, Section 4.1).
As promised earlier, the next result provides a consistent estimator of $V_{2 \mathrm{~s}}$.
Theorem 5.2 (Estimator of 2 S asy. variance). Assume Assumptions 2.1 and 2.3. Define the following estimator:

$$
\hat{V}_{A}^{2 \mathrm{~s}} \equiv \sum_{s \in \mathcal{S}} \frac{\frac{n(s)}{n} \tau(s)}{\frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A}(s)}{n(s)}\right) \hat{P}(C)^{2}}\left[\begin{array}{c}
{\left[\frac{n_{A}(s)}{n(s)} \frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}+\left(1-\frac{n_{A}(s)}{n(s)}\right) \frac{n_{A D}(s)}{n_{A}(s)}\right]\left(\hat{\beta}_{\mathrm{sat}}(s)-\hat{\beta}_{\mathrm{sat}}\right)}  \tag{5.4}\\
-\sum_{\tilde{s} \in \mathcal{S}} \frac{n_{D}(\tilde{s})}{n}\left(\hat{\beta}_{\mathrm{sat}}(\tilde{s})-\hat{\beta}_{\mathrm{sat}}\right)+\hat{\gamma}_{\mathrm{sat}}(s)-\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \hat{\gamma}_{\mathrm{sat}}(\tilde{s})
\end{array}\right]^{2}
$$

where $\left(\hat{\beta}_{\text {sat }}(s): s \in \mathcal{S}\right), \hat{\beta}_{\text {sat }}$, and $\hat{P}(C)$ are as in (3.1), (3.4), and (3.3), respectively. Then,

$$
\hat{V}_{2 \mathrm{~s}}=\hat{V}_{\mathrm{sat}}+\hat{V}_{A}^{2 \mathrm{~s}} \xrightarrow{p} V_{2 \mathrm{~s}},
$$

where $\hat{V}_{\text {sat }}$ is as in (3.6).
To conclude the section, we can propose hypothesis tests for the LATE by combining Theorems 5.1 and 5.2. For completeness, this is recorded in the next result.

Theorem 5.3 (2S test). Suppose that Assumptions 2.1 and 2.3 hold, and that $V_{2 \mathrm{~s}}>0$. For the problem of testing (2.2) at level $\alpha \in(0,1)$, Consider the following hypothesis testing procedure

$$
\phi_{n}^{2 \mathrm{~s}}\left(X^{(n)}\right) \equiv I\left\{\left|\frac{\sqrt{n}\left(\hat{\beta}_{2 \mathrm{~s}}-\beta_{0}\right)}{\sqrt{\hat{V}_{2 \mathrm{~s}}}}\right|>z_{1-\alpha / 2}\right\}
$$

where $z_{1-\alpha / 2}$ is the $(1-\alpha / 2)$-quantile of $N(0,1)$. Then,

$$
\lim _{n \rightarrow \infty} E\left[\phi_{n}^{2 \mathrm{~s}}\left(X^{(n)}\right)\right]=\alpha
$$

whenever $H_{0}$ in (2.2) holds, i.e., $\beta=\beta_{0}$.

## 6 Designing an RCT based on pilot RCT data

This section considers the situation of a researcher who is interested in designing a hypothetical RCT with CAR to estimate the LATE. The researcher is in charge of choosing the parameters of the RCT, which entail the randomization scheme, the stratification function, and the treatment probability vector. To make these decisions, the researcher observes the results of a previous pilot RCT (also with CAR) conducted on the same population of interest. Throughout this section, we presume that the researcher chooses the parameters of the hypothetical RCT in terms of the asymptotic efficiency of a LATE estimator based on the IV regressions.

### 6.1 Choosing the randomization scheme

In this section, we consider a hypothetical RCT with CAR with a given stratification function $S: \mathcal{Z} \rightarrow \mathcal{S}$. Our objective is to consider the effect that the randomization scheme has on the asymptotic distribution of the LATE estimators.

Under Assumptions 2.1 and 2.2, Theorem 3.1 reveals the randomization scheme has no influence on the asymptotic distribution of the LATE estimator based on the SAT IV regression. If we additionally impose Assumption 2.3, then Theorems 4.1 and 5.1 show that the randomization scheme affects the asymptotic variance of the LATE estimators based on the SFE IV and 2S IV regressions via the parameter $\{\tau(s): s \in$ $\mathcal{S}\}$, which appears on $V_{A}^{\text {sfe }}$ and $V_{A}^{2 \mathrm{~s}}$, respectively. For both of these estimators, the optimal choice of the randomization scheme is to set $\tau(s)=0$ for all $s \in \mathcal{S}$. This decision is optimal regardless of the information in the pilot RCT. Under this optimal choice, the asymptotic distribution of the LATE estimators in the SFE IV and 2S IV regressions coincide with the LATE estimator in the SAT IV regression, given in Theorem 3.1. In practice, $\tau(s)=0$ for all $s \in \mathcal{S}$ can be achieved by implementing the CAR using SBR.

Based on these arguments, it is natural to focus the remainder of this section on the case in which the hypothetical RCT has $\tau(s)=0$ for all $s \in \mathcal{S}$.

### 6.2 Choosing the stratification function

This section considers the effect of the choice of the stratification function of the hypothetical RCT on the asymptotic variance of the LATE estimators. For the sake of simplicity, we impose some restrictions on the hypothetical RCT under consideration. First, we assume that the hypothetical RCT satisfies Assumptions 2.1 and 2.3 with $\tau(s)=0$ for all $s \in \mathcal{S}$. This choice is motivated by the discussion in Section 6.1, and has the additional benefit that we can describe the asymptotic distribution of all three LATE estimators in a single statement. ${ }^{6}$

The next result establishes that if the strata of the hypothetical RCT becomes coarser and all else remains equal, then the asymptotic variance of the IV estimators will either remain constant or increase.

Theorem 6.1. Consider two hypothetical RCTs with $C A R$ on the same population and with the same parameters except for the strata function. In particular, both RCTs satisfy Assumptions 2.1 and 2.3, and both have $\tau(s)=0$ and the same $\pi_{A}$. The first RCT has strata function $S_{1}: \mathcal{Z} \rightarrow \mathcal{S}_{1}$, the second RCT has strata function $S_{2}: \mathcal{Z} \rightarrow \mathcal{S}_{2}$, and $S_{1}$ is (weakly) finer than $S_{2}$, i.e.,

$$
\begin{equation*}
\forall z, z^{\prime} \in \mathcal{Z}, \quad S_{1}(z)=S_{1}\left(z^{\prime}\right) \quad \Longrightarrow \quad S_{2}(z)=S_{2}\left(z^{\prime}\right) \tag{6.1}
\end{equation*}
$$

[^4]Let $\hat{\beta}_{1}$ denote the SAT, SFE, or $2 S$ IV LATE estimator from the first $R C T$ with sample size $n$, and let $\hat{\beta}_{2}$ denote the SAT, SFE, or 2S IV LATE estimator from the second RCT with sample size $n$. Then, as $n \rightarrow \infty$,

$$
\begin{equation*}
\sqrt{n}\left(\hat{\beta}_{1}-\beta\right) \xrightarrow{d} N\left(0, V_{\mathrm{sat}, 1}\right), \quad \sqrt{n}\left(\hat{\beta}_{2}-\beta\right) \xrightarrow{d} N\left(0, V_{\mathrm{sat}, 2}\right), \tag{6.2}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{\mathrm{sat}, 1} \leq V_{\mathrm{sat}, 2} \tag{6.3}
\end{equation*}
$$

One implication of Theorem 6.1 is that, all else equal, a finer strata structure is always preferable from the point of view of the asymptotic efficiency of the LATE estimator. Since the strata are defined based on the baseline covariate $Z$, the finest possible strata structure is one in which each point in the support of $Z$, denoted by $\mathcal{Z}$, is assigned to its own stratum. This idea would actually work if $Z$ is discretely distributed and $\mathcal{Z}$ is finite. On the other hand, this conclusion would fail in the common case in which $\mathcal{Z}$ takes infinitely many values, as our formal analysis is entirely based on the presumption that $\mathcal{S}$ is a finite set.

It is also relevant to connect Theorem 6.1 with the recent work by Tabord-Meehan (2020). In that paper, the author proposes using a randomization procedure referred to as stratification trees in the context of an RCT with perfect compliance. The main result in Tabord-Meehan (2020) shows that these stratification trees can be used to find an optimal stratification function in the sense of minimizing the asymptotic variance of the corresponding ATE estimator. To derive this result, the author restricts attention to strata functions with a fixed level of complexity or tree depth. If we apply it to an RCT with perfect compliance, Theorem 6.1 would imply that the optimal stratification function cannot decrease if we consider the optimal stratification tree in Tabord-Meehan (2020) and we further divide any of its branches. Note that this finding is compatible with the main results in Tabord-Meehan (2020), as that the alternative tree would have a level of complexity that is not allowed in the optimization problem in that paper.

Consider the situation of a researcher who has completed a pilot RCT with CAR. Motivated by Theorem 6.1, the researcher interested in gaining efficiency in the estimation of the LATE would want to run a hypothetical RCT with a finer strata partition than that of the pilot RCT. In this case, the researcher would naturally be interested in estimating the asymptotic variance of the LATE estimator in this hypothetical RCT based only on the pilot RCT data, that is, before implementing the hypothetical RCT. This is precisely the problem addressed in Theorem 6.2. This result provides a consistent estimator of the asymptotic variance of the LATE estimator in the hypothetical RCT with a finer strata than the pilot RCT, based on the pilot RCT data. The result follows from showing that the data from the pilot RCT can be reinterpreted as if it belonged to the hypothetical RCT.

Theorem 6.2. Let $\left\{\left(Y_{i}, Z_{i}, S_{i}^{P}, A_{i}\right)\right\}_{i=1}^{n_{P}}$ denote data from a pilot $R C T$ that satisfies Assumptions 2.1, 2.2, and 2.3(c), and uses a strata function given by $S^{P}: \mathcal{Z} \rightarrow \mathcal{S}^{P}$. Consider a hypothetical $R C T$ on the same population that satisfies Assumptions 2.1 and 2.3, that uses the same $\pi_{A}$ as the pilot $R C T, \tau(s)=0$ for all $s \in \mathcal{S}$, and a strata function $S: \mathcal{Z} \rightarrow \mathcal{S}$ that is finer than that of the pilot $R C T$ i.e.,

$$
\begin{equation*}
\forall z, z^{\prime} \in \mathcal{Z}, \quad S(z)=S\left(z^{\prime}\right) \quad \Longrightarrow \quad S^{P}(z)=S^{P}\left(z^{\prime}\right) \tag{6.4}
\end{equation*}
$$

We also assume that $n_{A}^{P}(s) / n^{P}(s) \xrightarrow{p} \pi_{A}$ for all $s \in \mathcal{S}$, where $n_{A}^{P}(s) \equiv \frac{1}{n_{P}} \sum_{i=1}^{n_{P}} 1\left[A_{i}=1, S\left(Z_{i}\right)=s\right]$ and $n^{P}(s) \equiv \frac{1}{n_{P}} \sum_{i=1}^{n_{P}} 1\left[S\left(Z_{i}\right)=s\right]$.

Let $\hat{\beta}$ denote the SAT, SFE, or $2 S$ IV LATE estimator from this hypothetical $R C T$ with sample size $n$. Then, as $n \rightarrow \infty$,

$$
\begin{equation*}
\sqrt{n}(\hat{\beta}-\beta) \quad \xrightarrow{d} \quad N\left(0, V_{\mathrm{sat}}\right) . \tag{6.5}
\end{equation*}
$$

Furthermore, $V_{\text {sat }}$ can be consistently estimated based on $\left\{\left(Y_{i}, Z_{i}, S\left(Z_{i}\right), A_{i}\right)\right\}_{i=1}^{n_{P}}$ as in Theorem 3.2.

Theorem 6.2 shows how to use the pilot RCT data to estimate the asymptotic variance of the LATE estimators in a hypothetical RCT with finer strata than that of the pilot RCT. In principle, one could also consider a similar exercise in the case when the hypothetical RCT has coarser strata than that of the pilot RCT. We omit this result for the sake of brevity, as Theorem 6.1 shows that such a hypothetical RCT would produce less efficient estimators than those from the pilot RCT.

### 6.3 Choosing the treatment propensity

This section considers the effect of the choice of the treatment propensity vector $\{\pi(s): s \in \mathcal{S}\}$ on the asymptotic variance of the LATE estimators, for a given the stratification function $S: \mathcal{Z} \rightarrow \mathcal{S}$. Under appropriate assumptions, Theorems 3.1, 4.1, and 5.1 provide an asymptotic distribution of our LATE IV estimators for any treatment propensity vector $\{\pi(s): s \in \mathcal{S}\}$. The following result calculates the optimal treatment propensity in the sense of minimizing their asymptotic variance, and provides a strategy to estimate it based on data from a pilot RCT.

Theorem 6.3. Consider a hypothetical RCT that satisfies Assumptions 2.1 and 2.2. The treatment assignment probability vector that minimizes the asymptotic variance of the SAT IV estimator is $\left\{\pi_{A}^{*}(s): s \in \mathcal{S}\right\}$ with

$$
\begin{equation*}
\pi_{A}^{*}(s) \equiv\left(1+\sqrt{\frac{\Pi_{2}(s)}{\Pi_{1}(s)}}\right)^{-1} \tag{6.6}
\end{equation*}
$$

where

$$
\begin{align*}
& \Pi_{1}(s) \equiv\left[\begin{array}{c}
{\left[\begin{array}{c}
V[Y(1) \mid A T, S=s] \pi_{D(0)}(s)+V[Y(0) \mid N T, S=s]\left(1-\pi_{D(1)}(s)\right) \\
+V[Y(1) \mid C, S=s]\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) \\
+(E[Y(1) \mid C, S=s]-E[Y(1) \mid A T, S=s])^{2} \times \\
\pi_{D(0)}(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) / \pi_{D(1)}(s)
\end{array}\right]+} \\
{\left[\begin{array}{c}
-\pi_{D(0)}(s)(E[Y(1) \mid C, S=s]-E[Y(1) \mid A T, S=s]) \\
+\pi_{D(1)}(s)(E[Y(0) \mid C, S=s]-E[Y(0) \mid N T, S=s]) \\
+\pi_{D(1)}(s)(E[Y(1)-Y(0) \mid C, S=s]-\beta)
\end{array}\right]}
\end{array}\right] \\
& \Pi_{2}(s) \equiv\left[\begin{array}{c}
{\left[\begin{array}{c}
V[Y(1) \mid A T, S=s] \pi_{D(0)}(s)+V[Y(0) \mid N T, S=s]\left(1-\pi_{D(1)}(s)\right) \\
+V[Y(0) \mid C, S=s]\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) \\
+(E[Y(0) \mid C, S=s]-E[Y(0) \mid N T, S=s])^{2} \times \\
\left(1-\pi_{D(1)}(s)\right)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) /\left(1-\pi_{D(0)}(s)\right)
\end{array}\right]+} \\
{\left[\begin{array}{c}
-\left(1-\pi_{D(0)}(s)\right)(E[Y(1) \mid C, S=s]-E[Y(1) \mid A T, S=s]) \\
+\left(1-\pi_{D(1)}(s)\right)(E[Y(0) \mid C, S=s]-E[Y(0) \mid N T, S=s]) \\
+\left(1-\pi_{D(0)}(s)\right)(E[Y(1)-Y(0) \mid C, S=s]-\beta)
\end{array}\right]}
\end{array}\right] . \tag{6.7}
\end{align*}
$$

Consider a hypothetical RCT that satisfies Assumptions 2.1 and 2.3 with $\tau(s)=0$ for all $s \in \mathcal{S}$. The constant treatment assignment probability that minimizes the asymptotic variance of any of the LATE IV estimators

Furthermore, (6.6) and (6.8) can be consistently estimated from the data in the pilot RCT. To this end, we propose plug-in estimators of the terms on the right-hand side of (6.6) or (6.8), based on Theorems A. 1 and $A .4$ in the appendix.

## 7 Monte Carlo simulations

In this section, we explore the various inference methods proposed in the paper via Monte Carlo simulations. This exercise has multiple goals. First, we hope to show that we can accurately estimate the LATE and the asymptotic variance of the various LATE estimators. Second, we seek to confirm the accuracy of our asymptotic normal approximation by showing that the empirical coverage rate of our proposed confidence intervals is close to our desired coverage level. Third, we will use these simulations to explore how the asymptotic variance of the various estimators change as we vary the parameters of the DGP. In particular, we will numerically explore the theoretical predictions in Section 6 regarding the optimal RCT design.

We consider four simulation designs, which we describe in Table 1. Design 1 is our baseline design, where we consider an RCT with five strata and with treatment assignment probabilities and the strata-specific LATE that are constant across strata. Design 2 is similar to our baseline design, but we increase the number of strata from five to ten. Design 3 is similar to our baseline design, but we allow the strata-specific LATE to vary across strata. Finally, Design 4 is similar to Design 3, but we also enable treatment assignment probabilities to vary by strata.

| Design | $\|\mathcal{S}\|$ | $\left\{\pi_{A}(s): s \in \mathcal{S}\right\}$ | $\{\beta(s): s \in \mathcal{S}\}$ |
| :---: | :---: | :---: | :---: |
| 1 | 5 | constant | constant |
| 2 | 10 | constant | constant |
| 3 | 5 | constant | not constant |
| 4 | 5 | not constant | not constant |

Table 1: Description of the simulation designs.
For each simulation design, we show the average results of computing the estimators in 5, 000 independent replications of the RCT with sample size $n=1,000$. For each RCT, we consider that the researcher assigns the treatment according to the following CAR mechanisms: SRS (as described in Example 2.1) and SBR (as described in Example 2.2).

### 7.1 Design 1

We begin our description of Design 1 by specifying the features known to the researcher implementing the RCT. This researcher knows that there are five strata (i.e., $|\mathcal{S}|=5$ ), and that RCT participants are assigned into treatment or control by using either SRS or SBR with constant treatment assignment probabilities equal to $\pi_{A}(s)=1 / 2$ for all $s \in \mathcal{S}$.

We next describe those aspects of Design 1 unknown to the researcher implementing the RCT. First, we make all strata to be equally likely, i.e., $p(s)=1 / 5$ for all $s \in \mathcal{S}$. Second, RCT participants belong to each type according to i.i.d. draws of a multinomial distribution with

$$
\begin{equation*}
P(C \mid S=s)=0.7, \quad P(A T \mid S=s)=0.15, \text { and } P(N T \mid S=s)=0.15 \tag{7.1}
\end{equation*}
$$

Third, conditional on their type and their strata, the RCT participants have potential outcomes that are
i.i.d. drawn according to a normal distribution with

$$
\begin{align*}
\{E(Y(0) \mid C, S=s): s \in \mathcal{S}\} & =[0,0,0,0,0] \\
\{E(Y(1) \mid C, S=s): s \in \mathcal{S}\} & =[1,1,1,1,1] \\
\{E(Y(0) \mid N T, S=s): s \in \mathcal{S}\} & =[-1,-0.75,-0.5,-0.25,0] \\
\{E(Y(1) \mid A T, S=s): s \in \mathcal{S}\} & =[2,2.25,2.5,2.75,3] \tag{7.2}
\end{align*}
$$

and

$$
\begin{equation*}
V(Y(0) \mid C, S=s)=0.5, \quad V(Y(1) \mid C, S=s)=3, V(Y(0) \mid N T, S=s)=V(Y(1) \mid A T, S=s)=1 \tag{7.3}
\end{equation*}
$$

Note that (7.2) implies that the strata-specific LATE is $\beta(s)=E(Y(1)-Y(0) \mid C, S=s)=1$ and, thus, the LATE is $\beta=1 .{ }^{7}$ Also, while the distribution of treatment effects for compliers are homogeneous across strata, the corresponding distribution for always takers and never takers is not. ${ }^{8}$

The simulation results for Design 1 are provided in Table 2. The results reveal that all the proposed estimators are very close to the true LATE (equal to one). Across our simulations, the bias is almost zero and the squared error of estimation is close to the asymptotic variance. We now describe the behavior of the asymptotic variance of these estimators. As shown by our formal results, the asymptotic variance is constant under SBR (i.e., $\tau(s)=0$ ), and the asymptotic variance of the SAT IV estimator is the same across CAR mechanisms. The homogeneity of the distribution of treatment effects for the compliers across strata implies that $V_{A}^{\mathrm{sfe}}=0$ and, thus, the asymptotic variance of the SFE IV estimator is the same across CAR mechanisms. Finally, the heterogeneity of the distribution of potential outcomes for never takers and always takers causes that $V_{A}^{2 s}>0 .{ }^{9}$ This explains why the asymptotic variance of the 2 S IV estimator is higher under SRS than under SBR. It is relevant to note that, for all estimators, the asymptotic variance under SBR is smaller or equal than that under SRS, as demonstrated in Section 6.1. In all cases, the average value of our proposed asymptotic variance estimate is very close to the true asymptotic variance. From these results and the fact that the normal asymptotic approximation is accurate, it follows that the empirical coverage rate of the true LATE is very close to the desired coverage rate of $95 \%$.

The simulation results in Table 2 were obtained using a treatment assignment probability of $\pi_{A}(s)=1 / 2$ for all $s \in \mathcal{S}$. The most efficient LATE estimator in Table 2 is the SAT IV estimator, which has an asymptotic variance equal to 15.5408 . Section 6.3 shows us to improve on the efficiency of this estimator by optimizing the treatment assignment probabilities. According to Theorem 6.3, the optimal treatment assignment probability vector is $\left\{\pi_{A}^{*}(s): s \in \mathcal{S}\right\}=(0.6277,0.6266,0.6236,0.6189,0.6130)$ and the optimal constant treatment assignment probability is $\pi_{A}^{*}=0.6217$. For the SAT IV estimator, the former yields an asymptotic variance of 14.6696 and the later yields an asymptotic variance of 14.6714 . To put this into perspective, we can compute the efficiency gain in terms of "effective sample size". This calculation reveals that using $\pi_{A}(s)=1 / 2$ for all $s \in \mathcal{S}$ is approximately equivalent to discarding $5.93 \%$ of the sample relative to the optimal constant treatment assignment probability and $5.94 \%$ of the sample relative to the optimal treatment assignment probability vector.

[^5]| CAR | Estimator | Avg. est. | Avg. SE | AVar. | Avg. AVar. est. | Coverage |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\hat{\beta}_{\text {sat }}$ | 0.9996 | 15.5567 | 15.5408 | 15.5397 | 0.9510 |
| SBR | $\hat{\beta}_{\text {sfe }}$ | 0.9996 | 15.5567 | 15.5408 | 15.5397 | 0.9510 |
|  | $\hat{\beta}_{2 \mathrm{~s}}$ | 0.9996 | 15.5562 | 15.5408 | 15.5397 | 0.9512 |
|  | $\hat{\beta}_{\text {sat }}$ | 0.9982 | 16.1044 | 15.5408 | 15.6486 | 0.9472 |
| SRS | $\hat{\beta}_{\text {sfe }}$ | 0.9982 | 16.1070 | 15.5408 | 15.6499 | 0.9470 |
|  | $\hat{\beta}_{2 \mathrm{~s}}$ | 0.9979 | 16.1622 | 15.6327 | 15.8028 | 0.9466 |

Table 2: Simulation results over 5,000 replications of Design 1 with sample size $n=1,000$. The columns labels are as follows: "CAR" denotes the CAR treatment assignment mechanism, which can be SBR or SRS, "Estimator" denotes the LATE estimator under consideration, which can be $\hat{\beta}_{\text {sat }}, \hat{\beta}_{\text {sfe }}$, or $\hat{\beta}_{2 \mathrm{~s}}$, "Avg. est." denotes average LATE estimate over simulations, "Avg. SE" denotes the average squared error of estimation over simulations, "AVar." denotes the asymptotic variance of the LATE estimator, "Avg. AVar. est." denotes the average asymptotic variance estimate over simulations, and "Coverage" denotes the coverage rate of the true LATE over the simulations with desired coverage rate of $1-\alpha=95 \%$.

### 7.2 Design 2

In Section 6.2, we showed that the asymptotic variance of the proposed LATE estimators does not increase if the strata of the RCT becomes finer and all else remains equal. We explore this prediction in Design 2, where we split each stratum in Design 1 into two equally-sized strata. This produces a DGP with ten strata (i.e., $|\mathcal{S}|=10$ ). As in Design 1, RCT participants are still assigned into treatment or control by using either SRS or SBR with constant treatment assignment probabilities equal to $\pi_{A}(s)=1 / 2$.

We now describe the features of Design 2 that are unknown to the researcher. All strata remain equally likely, i.e., $p(s)=1 / 10$ for all $s \in \mathcal{S}$, and RCT participants are assigned into types according to i.i.d. draws of a multinomial distribution with probabilities as in (7.1). Conditional on their type and their strata, the RCT participants have potential outcomes that are i.i.d. drawn according to a normal distribution with

$$
\begin{align*}
& \{E(Y(0) \mid C, S=s): s \in \mathcal{S}\}=[-0.5,0.5,-0.5,0.5,-0.5,0.5,-0.5,0.5,-0.5,0.5] \\
& \{E(Y(1) \mid C, S=s): s \in \mathcal{S}\}=[0.5,1.5,0.5,1.5,0.5,1.5,0.5,1.5,0.5,1.5] \\
& \{E(Y(0) \mid N T, S=s): s \in \mathcal{S}\}=[-1.5,-0.5,-1.25,-0.25,-1,0,-0.75,0.25,-0.5,0.5] \\
& \{E(Y(1) \mid A T, S=s): s \in \mathcal{S}\}=[1.5,2.5,1.75,2.75,2,3,2.25,3.25,2.5,3.5] \tag{7.4}
\end{align*}
$$

and

$$
\begin{equation*}
V(Y(0) \mid C, S=s)=0.25, V(Y(1) \mid C, S=s)=2.75, V(Y(0) \mid N T, S=s)=V(Y(1) \mid A T, S=s)=0.75 \tag{7.5}
\end{equation*}
$$

The parameters of the DGP in Design 2 are the result from splitting each stratum in Design 1 into two equally-sized strata. In particular, the law of iterated expectations and the law of total variance imply that (7.4) and (7.5) are compatible with (7.2) and (7.3). Note also that (7.4) implies that the strata-specific LATE is $\beta(s)=E(Y(1)-Y(0) \mid C, S=s)=1$ and, thus, the LATE is $\beta=1$.

The simulation results for Design 2 are provided in Table 3. These results are qualitatively similar to those in Table 2. The estimators of the LATE and the various asymptotic variances are extremely accurate, and the empirical coverage rate is extremely close to the desired coverage level. The main noticeable difference between the tables is that the asymptotic variance of each estimator in Design 2 is smaller than the corresponding one in Design 1, as expected from Theorem 6.1. For example, the asymptotic variance of the SAT IV estimator is 15.5408 in the RCT with five strata and becomes 13.5 in the RCT with ten
strata. In terms of "effective sample size", this means that using five strata is approximately equivalent to discarding $15.91 \%$ of the sample relative to using ten strata.

We can also consider optimizing the treatment assignment probability in these simulations. Focusing on the SAT IV estimator, the optimal treatment assignment probability vector yields an asymptotic variance of 12.4249 and the optimal constant treatment assignment probability yields an asymptotic variance of 14.3473 . In terms of "effective sample size", this means that using $\pi_{A}(s)=1 / 2$ for all $s \in \mathcal{S}$ is approximately equivalent to discarding $8.19 \%$ of the sample relative to the optimal constant treatment assignment probability and $8.22 \%$ of the sample relative to the optimal treatment assignment probability vector.

| CAR | Estimator | Avg. est. | Avg. SE | AVar. | Avg. AVar. est. | Coverage |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\hat{\beta}_{\text {sat }}$ | 0.9946 | 13.2705 | 13.5000 | 13.4071 | 0.9506 |
| SBR | $\hat{\beta}_{\text {sfe }}$ | 0.9946 | 13.2705 | 13.5000 | 13.4071 | 0.9506 |
|  | $\hat{\beta}_{2 \mathrm{~s}}$ | 0.9946 | 13.2621 | 13.5000 | 13.4071 | 0.9494 |
|  | $\hat{\beta}_{\text {sat }}$ | 0.9988 | 13.7365 | 13.5000 | 13.5516 | 0.9486 |
| SRS | $\hat{\beta}_{\text {sfe }}$ | 0.9988 | 13.7369 | 13.5000 | 13.5569 | 0.9484 |
|  | $\hat{\beta}_{2 \mathrm{~s}}$ | 0.9984 | 15.7971 | 15.6327 | 15.8350 | 0.9478 |

Table 3: Simulation results over 5,000 replications of Design 2 with sample size $n=1,000$. The columns labels are as follows: "CAR" denotes the CAR treatment assignment mechanism, which can be SBR or SRS, "Estimator" denotes the LATE estimator under consideration, which can be $\hat{\beta}_{\text {sat }}, \hat{\beta}_{\text {sfe }}$, or $\hat{\beta}_{2 \mathrm{~s}}$, "Avg. est." denotes average LATE estimate over simulations, "Avg. SE" denotes the average squared error of estimation over simulations, "AVar." denotes the asymptotic variance of the LATE estimator, "Avg. AVar. est." denotes the average asymptotic variance estimate over simulations, and "Coverage" denotes the coverage rate of the true LATE over the simulations with desired coverage rate of $1-\alpha=95 \%$.

### 7.3 Design 3

Relative to Design 1, Design 3 introduces heterogeneity of the strata-specific treatment effects. In terms of the observable features to the researcher, however, Design 3 is identical to Design 1. There are five strata (i.e., $|\mathcal{S}|=5$ ) and RCT participants are assigned into treatment or control by using either SRS or SBR with constant treatment assignment probabilities equal to $\pi_{A}(s)=1 / 2$ for all $s \in \mathcal{S}$.

We now describe the features of Design 3 that are unobserved to the researcher. As in Design 1, all strata are equally likely, i.e., $p(s)=1 / 5$ for all $s \in \mathcal{S}$, and RCT participants are assigned into types according to i.i.d. draws of a multinomial distribution with probabilities as in (7.1). Conditional on their type and their strata, RCT participants have potential outcomes that are i.i.d. drawn according to a normal distribution. The conditional variance of this distribution is as in (7.3). The conditional mean of this distribution for never takers and always takes is as in (7.2), while that for compliers is as follows

$$
\begin{align*}
& \{E(Y(0) \mid C, S=s): s \in \mathcal{S}\}=[0,0.25,0.5,0.75,1] \\
& \{E(Y(1) \mid C, S=s): s \in \mathcal{S}\}=[-1,-0.75,1.5,3.75,4] \tag{7.6}
\end{align*}
$$

Note also that (7.6) implies that the strata-specific LATE is $\{\beta(s): s \in \mathcal{S}\}=\{E(Y(1)-Y(0) \mid C, S=s)$ : $s \in \mathcal{S}\}=[-1,-1,1,3,3]$. When this information is combined with $P(C \mid S=s)=0.7$ and $P(s)=1 / 5$ for all $s \in \mathcal{S}$, it follows that the LATE is (still) $\beta=1$.

The simulation results for Design 3 are provided in Table 4. Most of the results are qualitatively similar to those in previous simulations. The estimators of the LATE and the various asymptotic variances are extremely accurate, and the empirical coverage rate is extremely close to the desired coverage level. As predicted by our results, all LATE IV estimators have the same asymptotic variance when SBR is used. The
main difference with respect to the results in Design 1 appears when SRS is used. In Design 1, the SAT and SFE IV estimators have the same asymptotic variance under SRS. In Design 3, the SFE IV estimator has larger asymptotic variance than the SFE IV estimator when SRS is used. This is compatible with Theorem 4.1, as the heterogeneity of the strata-specific treatment effect in Design 3 implies that $V_{A}^{\text {sfe }}>0$.

Finally, we could also explore the effects of optimizing the treatment assignment probability. We decided to avoid this here and in the next design for the sake of brevity.

| CAR | Estimator | Avg. est. | Avg. SE | AVar. | Avg. AVar. est. | Coverage |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\hat{\beta}_{\text {sat }}$ | 0.9958 | 19.4024 | 19.4935 | 19.5189 | 0.9538 |
| SBR | $\hat{\beta}_{\text {sfe }}$ | 0.9959 | 19.4061 | 19.4935 | 19.5189 | 0.9540 |
|  | $\hat{\beta}_{2 \mathrm{~s}}$ | 0.9957 | 19.4142 | 19.4935 | 19.5189 | 0.9532 |
|  | $\hat{\beta}_{\text {sat }}$ | 0.9996 | 20.0144 | 19.4935 | 19.5860 | 0.9472 |
| SRS | $\hat{\beta}_{\text {sfe }}$ | 0.9991 | 22.8925 | 21.9316 | 22.2110 | 0.9492 |
|  | $\hat{\beta}_{2 \mathrm{~s}}$ | 1.0003 | 24.6337 | 24.5287 | 24.7493 | 0.9504 |

Table 4: Simulation results over 5,000 replications of Design 3 with sample size $n=1,000$. The columns labels are as follows: "CAR" denotes the CAR treatment assignment mechanism, which can be SBR or SRS, "Estimator" denotes the LATE estimator under consideration, which can be $\hat{\beta}_{\mathrm{sat}}, \hat{\beta}_{\mathrm{sfe}}$, or $\hat{\beta}_{2 \mathrm{~s}}$, "Avg. est." denotes average LATE estimate over simulations, "Avg. SE" denotes the average squared error of estimation over simulations, "AVar." denotes the asymptotic variance of the LATE estimator, "Avg. AVar. est." denotes the average asymptotic variance estimate over simulations, and "Coverage" denotes the coverage rate of the true LATE over the simulations with desired coverage rate of $1-\alpha=95 \%$.

### 7.4 Design 4

Design 4 considers a researcher who implements CAR with an heterogeneous treatment assignment probability. The RCT in Design 4 has five strata, just like in Design 1 and 3. Unlike all previous designs, RCT participants are assigned into treatment or control by using either SRS or SBR with treatment assignment probability vector equal to

$$
\begin{equation*}
\left\{\pi_{A}(s): s \in \mathcal{S}\right\}=[0.3,0.3,0.5,0.4,0.8] \tag{7.7}
\end{equation*}
$$

We now describe the features of Design 4 that are unobserved to the researcher. First, all strata are equally likely, i.e., $p(s)=1 / 5$ for all $s \in \mathcal{S}$. Second, RCT participants are assigned into types according to i.i.d. draws of a multinomial distribution with probabilities

$$
\begin{align*}
\{P(A T \mid S=s): s \in \mathcal{S}\} & =[0.15,0.15,0.1,0.05,0.05] \\
\{P(N T \mid S=s): s \in \mathcal{S}\} & =[0.45,0.35,0.1,0.05,0.05] \\
\{P(C \mid S=s): s \in \mathcal{S}\} & =[0.4,0.5,0.8,0.9,0.9] \tag{7.8}
\end{align*}
$$

Conditional on their type and their strata, RCT participants have potential outcomes that are i.i.d. drawn according to a normal distribution. Its conditional variance is as in (7.3), while its conditional mean is given
by

$$
\begin{align*}
\{E(Y(0) \mid C, S=s): s \in \mathcal{S}\} & =[0,0.25,0.5,0.75,1] \\
\{E(Y(1) \mid C, S=s): s \in \mathcal{S}\} & =[-3,-4.39,1.4,3.75,5] \\
\{E(Y(0) \mid N T, S=s): s \in \mathcal{S}\} & =[-1,-0.75,-0.5,-0.25,0] \\
\{E(Y(1) \mid A T, S=s): s \in \mathcal{S}\} & =[2,2.25,2.5,2.75,3] \tag{7.9}
\end{align*}
$$

These parameters in (7.9) imply that the strata-specific LATE is $\{\beta(s): s \in \mathcal{S}\}=\{E(Y(1)-Y(0) \mid C, S=$ $s): s \in \mathcal{S}\}=[-3,-4.64,0.9,3,4]$. When this information is combined with $\{P(C \mid S=s): s \in \mathcal{S}\}$ in (7.8) and $P(s)=1 / 5$ for all $s \in \mathcal{S}$, we can verify that the LATE is (still) $\beta=1$.

The simulation results for Design 4 are provided in Table 5. Given the heterogeneity of the treatment assignment probability in (7.7), neither the SFE IV estimator nor the 2 S IV estimator are guaranteed to be consistent for the LATE. In fact, under our current conditions, Theorem A. 5 in the appendix implies that $\hat{\beta}_{\mathrm{sfe}} \xrightarrow{p} 0.8874 \neq 1=\beta$ and Theorem A. 6 in the appendix implies that $\hat{\beta}_{2 \mathrm{~s}} \xrightarrow{p} 2.2458 \neq 1=\beta$. Note that this occurs for both CAR mechanisms. Since these estimators are not consistent for the parameter of interest, there is no point in discussing their asymptotic variance. If we blindly apply our inference method, it is then not surprising that our empirical coverage rate for both of these IV estimators is significantly below the desired coverage level. In contrast, the SAT IV estimator remains consistent in this scenario. In addition, the estimator of the asymptotic variance of the SAT IV estimator is very accurate and the empirical coverage level is extremely close to the desired coverage level. These simulations confirm that the inference based on the SAT IV estimator is valid under more general conditions than that based on the other two IV estimators.

| CAR | Estimator | Avg. est. | Avg. SE | AVar. | Avg. AVar. est. | Coverage |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\hat{\beta}_{\text {sat }}$ | 0.9966 | 37.7433 | 39.4641 | 39.2477 | 0.9560 |
| SBR | $\hat{\beta}_{\text {see }}$ | 0.8832 | 37.0697 | NR | 39.2477 | 0.9192 |
|  | $\hat{\beta}_{2 \mathrm{~s}}$ | 2.2408 | 28.3371 | NR | 39.2477 | 0 |
|  | $\hat{\beta}_{\text {sat }}$ | 1.0002 | 38.5016 | 39.4641 | 39.5675 | 0.9516 |
| SRS | $\hat{\beta}_{\text {sfe }}$ | 0.8867 | 46.4902 | NR | 39.5675 | 0.8922 |
|  | $\hat{\beta}_{2 \mathrm{~s}}$ | 2.2447 | 41.5874 | NR | 39.5675 | 0 |

Table 5: Simulation results over 5, 000 replications of Design 4 with sample size $n=1,000$. The columns labels are as follows: "CAR" denotes the CAR treatment assignment mechanism, which can be SBR or SRS, "Estimator" denotes the LATE estimator under consideration, which can be $\hat{\beta}_{\text {sat }}, \hat{\beta}_{\text {sfe }}$, or $\hat{\beta}_{2 \mathrm{~s}}$, "Avg. est." denotes average LATE estimate over simulations, "Avg. SE" denotes the average squared error of estimation over simulations, "AVar." denotes the asymptotic variance of the LATE estimator, "Avg. AVar. est." denotes the average asymptotic variance estimate over simulations, and "Coverage" denotes the coverage rate of the true LATE over the simulations with desired coverage rate of $1-\alpha=95 \%$. Finally, "NR" indicates that the corresponding asymptotic variance is not relevant as the conditions for the consistency of the corresponding estimator are not satisfied.

## 8 Empirical Illustration

In this section, we consider an empirical illustration based on Dupas et al. (2018). The authors use an RCT to investigate the economic impact of expanding access to basic bank accounts in several countries: Malawi, Uganda, and Chile. ${ }^{10}$ These countries differ significantly in their level of development and banking access, with Uganda being the intermediate country in both of these respects. For our illustration, we focus on their RCT conducted in Uganda.

[^6]We now briefly summarize the empirical setting; see Dupas et al. (2018) for a more detailed description. Bank accounts are important to daily economic life, but the rate of opening a bank account in developing countries is relatively low compared to developed countries. During the time of the RCT, the authors report that $74 \%$ of households in Uganda were unbanked. Among the many benefits of having access to bank accounts, the authors focus on its arguably most primary function: safekeeping.

Dupas et al. (2018) selected a random sample of 2,159 Ugandan households who did not have a bank account in 2011. These households were assigned into a treatment or a control group. Treated households were given a voucher for a free savings account at their nearest bank branch, without any fees for the RCT duration, along with assistance to complete the necessary paperwork required to open this account. Households in the control group were provided with these vouchers. We use the binary variable $A_{i} \in\{0,1\}$ to indicate if household $i$ was given the voucher for the free savings account. The treatment assignment was stratified by gender, occupation, and bank branch, which generated 41 strata, i.e., $s \in \mathcal{S}=\{1, \cdots, 41\}$. Within each stratum, households were randomly assigned to treatment or control using SBR with $\pi_{A}(s)=$ $1 / 2$ for all $s \in \mathcal{S}$. As a result, 1,080 households were selected to receive the treatment, while the remaining 1,079 were placed in the control group. The households in the sample were re-interviewed thrice during 2012-2013. In these follow-up surveys, the authors collected information about their saving behavior and several other related outcomes.

This RCT featured imperfect compliance. While none of the 1,079 households in the control group accessed a free savings account, not every one of the 1,080 households in the treatment group opened their free savings account. Dupas et al. (2018, Table 1) reveals that, out of the 1,080 treated households, only $54 \%$ actually opened up the bank account, while only $32 \%$ made at least one deposit during the RCT. As in Dupas et al. (2018), we are interested in the effect of opening and using the free savings account. We define the binary variable $D_{i}=D_{i}\left(A_{i}\right) \in\{0,1\}$ to indicate if household $i$ has opened and used the free savings account in this RCT. ${ }^{11}$

Given this setup, we use our IV regressions to estimate and conduct inference on the LATE for several outcomes of interest. ${ }^{12}$ Dupas et al. (2018) collect information on two types of outcomes: saving stocks and downstream outcomes. For brevity, we select three outcomes: savings in formal financial institutions, savings in cash at home or in a secret place, and expenditures in the last month. These variables were reported by the households in the final survey of the RCT and measured in 2010 US dollars.

Table 6 presents the results of the IV regressions computed using our Stata package. For each outcome variable, we estimate the LATE of using the savings account based on the SAT, SFE, and 2S IV regressions. Given the setup of the RCT, all of these estimators are consistent. We can also consistently estimate the standard errors of these LATE estimators. Since the RCT uses $\operatorname{SBR}$ (i.e., $\tau(s)=0$ for all $s \in \mathcal{S}$ ), the standard errors for all of these estimators coincide. To illustrate our results, it is also relevant to compare these with the estimates of the standard errors under the incorrect assumption that the RCT used SRS (i.e., $\tau(s)=1$ for all $s \in \mathcal{S}$ ). (It is relevant to note that the standard Stata command ivregress would presume that the data were collected using SRS.) First, by Theorem 3.1, the standard error of the SAT IV estimator does not depend on the details of the CAR mechanism, so the estimated standard error does not depend on $\{\tau(s): s \in \mathcal{S}\}$. Second, since this RCT uses $\pi_{A}(s)=1 / 2$ for all $s \in \mathcal{S}$, Theorem 4.1 implies that the standard error of the SFE IV estimator does not depend on $\{\tau(s): s \in \mathcal{S}\}$. Finally, as predicted by Theorem 5.1, the standard error of the 2 S IV estimator under $\tau(s)=1$ for all $s \in \mathcal{S}$ is larger than necessary, resulting in a loss in statistical power. When measured in terms of effective sample size, using the larger standard

[^7]| Estimator | Savings in formal <br> fin. institutions | Savings in cash at <br> home or secret place | Expenditures in <br> last month |
| :---: | :---: | :---: | :---: |
| $\hat{\beta}_{\text {sat }}$ | $17.572^{* * *}$ | -7.323 | -2.427 |
| s.e. if $\tau(s)=0$ | 4.059 | 4.818 | 3.870 |
| s.e. if $\tau(s)=1$ | 4.059 | 4.818 | 3.870 |
| $\hat{\beta}_{\text {sfe }}$ | $17.544^{* * *}$ | -7.371 | -2.439 |
| s.e. if $\tau(s)=0$ | 4.059 | 4.818 | 3.870 |
| s.e. if $\tau(s)=1$ | 4.059 | 4.818 | 3.870 |
| $\hat{\beta}_{2 \mathrm{~s}}$ | $18.000^{* * *}$ | -6.375 | -1.402 |
| s.e. if $\tau(s)=0$ | 4.059 | 4.818 | 3.870 |
| s.e. if $\tau(s)=1$ | 4.163 | 5.099 | 4.244 |

Table 6: Results of the IV regressions based on data from Dupas et al. (2018). For $t \in\{0,1\}$, "s.e. if $\tau(s)=t$ " denotes the estimated standard error of the LATE estimator (divided by $\sqrt{n}$ ) under the assumption that the RCT uses $\tau(s)=t$ for all $s \in \mathcal{S}$. Note that the RCT used SBR , and so $\tau(s)=0$ for all $s \in \mathcal{S}$. The significance level of LATE estimators is indicated with stars in the usual manner: "***" means significant at $\alpha=1 \%$, "**" means significant at $\alpha=5 \%$, and"*" means significant at $\alpha=10 \%$.
errors in the 2 S IV regression is analog to losing $5 \%, 10.7 \%$, and $16.8 \%$ of the sample in the IV regressions of the first, second, and third outcome variables, respectively.

We now briefly describe the quantitative findings. For brevity, we focus on the LATE estimators based on the SAT IV regression. For complier households, opening and using these savings accounts result in an average increase of savings in formal financial institutions of $\$ 17.572$, an average decrease in savings in cash at home or in a secret place of $\$ 7.323$, and an average decrease in total expenditures in the last three months of $\$ 2.427$. The first estimator is significantly different from zero at all significance levels, while the other two are not statistically significantly different from zero. These findings are all qualitatively similar to those found by Dupas et al. (2018). Finally, our estimates indicate that $44.15 \%$ of the households are compliers, while the remaining $55.85 \%$ are never takers.

Following the arguments in Section 6, we could use the data to study the optimality of the RCT parameters. For example, we can use the results in Section 6.3 to estimate the optimal treatment assignment probabilities. We find that the optimal constant treatment assignment probabilities $\pi_{A}^{*}$ for the three outcome variables are $0.549,0.491$, and 0.496 , respectively. These probabilities are all very close to the one used in the RCT and consequently result in very minor efficiency gains.

## 9 Conclusions

This paper studies inference in an RCT with CAR and imperfect compliance of a binary treatment. By CAR, we refer to randomization schemes that first stratify according to baseline covariates and then assign treatment status to achieve "balance" within each stratum. In this context, we allow the RCT participants to endogenously decide whether to comply or not with the assigned treatment status. Given the possibility of imperfect compliance, we study inference on the LATE.

We study the asymptotic properties of three LATE estimators derived from IV regression. The first one is the "fully saturated" or SAT IV regression, i.e., a linear regression of the outcome on all indicators for all strata and their interaction with the treatment decision, with the latter instrumented with the treatment assignment. We show that the proposed LATE estimator is asymptotically normal, and we characterize its asymptotic variance in terms of primitives of the problem. We provide consistent estimators of the standard errors and asymptotically exact hypothesis tests. This LATE estimator is consistent under weak conditions
regarding the CAR method used to implement the RCT (i.e., Assumptions 2.1-2.2).
Our second LATE estimator is based on the "strata fixed effects" or SFE IV linear regression, i.e., a linear regression of the outcome on indicators for all strata and the treatment decision, with the latter instrumented with the treatment assignment. Our last LATE estimator is based on the "two-sample" or 2 S IV linear regression, i.e., a linear regression of the outcome on a constant and the treatment decision, with the latter instrumented with the treatment assignment. The consistency of both of these LATE estimators requires additional conditions relative to the one based on the SAT IV linear regression (i.e., Assumptions 2.12.3). In particular, they require that the target proportion of RCT participants assigned to each treatment cannot vary by strata (see Assumption 2.3). Under these conditions, we show that both LATE estimators are asymptotically normal, and we characterize their asymptotic variance in terms of primitives of the problem. We also provide consistent estimators of their standard errors and asymptotically exact hypothesis tests.

Our characterization of the asymptotic properties of the LATE estimators allows us to investigate the influence of the parameters of the RCT. We use this to propose strategies to minimize their asymptotic variance in a hypothetical RCT based on data from its pilot study. We also establish that the asymptotic variance of the proposed LATE estimators does not increase if the strata of the RCT becomes finer and all else remains equal. We determine the optimal treatment assignment probability vector and show how to estimate it consistently based on data from a pilot study.

We confirm our theoretical results in Monte Carlo simulations. We also illustrate the practical relevance of our findings by revisiting the RCT in Dupas et al. (2018).

## A Appendix

## A. 1 Additional notation

This appendix uses the following notation. We use LHS and RHS to denote "left hand side" and "right hand side", respectively. We also use LLN, CLT, CMT, and LIE to denote "law of large numbers", "central limit theorem", "continuous mapping theorem", "law of iterated expectations", respectively.

For any $i=1, \ldots, n$ and $(d, a, s) \in\{0,1\}^{2} \times \mathcal{S}$, we also define

$$
\begin{gather*}
\tilde{Y}_{i}(d) \equiv Y_{i}(d)-E\left[Y_{i}(d) \mid S_{i}\right] \stackrel{(1)}{=} Y_{i}(d)-E[Y(d) \mid S] \\
E\left[\tilde{Y}_{i}(d) \mid D_{i}(a)=d, A_{i}=a, S_{i}=s\right] \stackrel{(2)}{=} E[\tilde{Y}(d) \mid D(a)=d, S=s] \\
V\left[\tilde{Y}_{i}(d) \mid D_{i}(a)=d, A_{i}=a, S_{i}=s\right] \stackrel{(3)}{=} V[\tilde{Y}(d) \mid D(a)=d, S=s], \tag{A-1}
\end{gather*}
$$

where (1) follows from Assumption 2.1, and (2) and (3) follow from Lemma A.2. Based on (A-1), we define

$$
\begin{equation*}
\mu(d, a, s) \equiv E[\tilde{Y}(d) \mid D(a)=d, S=s] \quad \text { and } \quad \sigma^{2}(d, a, s) \equiv V[\tilde{Y}(d) \mid D(a)=d, S=s] . \tag{A-2}
\end{equation*}
$$

Lemma A. 3 translates $\mu(d, a, s)$ and $\sigma^{2}(d, a, s)$ in terms of the conditional moments of $Y(d)$.
For every $s \in \mathcal{S}$, Sections A. 4 and A. 5 will use the following notation:

$$
n_{A} \equiv \sum_{s \in \mathcal{S}} n_{A}(s), \quad n_{D} \equiv \sum_{s \in \mathcal{S}} n_{D}(s), \quad \text { and } n_{A D} \equiv \sum_{s \in \mathcal{S}} n_{A D}(s)
$$

## A. 2 Auxiliary results

Lemma A.1. Under Assumption 2.1, and for any $i=1, \ldots, n$ and $s \in \mathcal{S}$,

$$
\begin{align*}
& P\left(D_{i}(1)=1, D_{i}(0)=1 \mid S_{i}=s\right)=P(A T \mid S=s)=\pi_{D(0)}(s) \in[0,1) \\
& P\left(D_{i}(1)=0, D_{i}(0)=0 \mid S_{i}=s\right)=P(N T \mid S=s)=1-\pi_{D(1)}(s) \in[0,1) \\
& P\left(D_{i}(1)=1, D_{i}(0)=0 \mid S_{i}=s\right)=P(C \mid S=s)=\pi_{D(1)}(s)-\pi_{D(0)}(s) \in(0,1] . \tag{A-3}
\end{align*}
$$

Proof. We begin by showing the first line in (A-3).

$$
P\left(D_{i}(1)=1, D_{i}(0)=1 \mid S_{i}=s\right) \stackrel{(1)}{=} P(D(1)=1, D(0)=1 \mid S=s) \stackrel{(2)}{=} P(D(0)=1 \mid S=s)=\pi_{D(0)}(s) \stackrel{(3)}{<} 1,
$$

where (1) and (3) hold by the i.i.d. condition in Assumption 2.1, and (2) holds by Assumption 2.1(c). To complete the argument, note that $P(A T \mid S=s) \equiv P(D(1)=1, D(0)=1 \mid S=s)$. The second line in (A-3) follows from a similar argument. The last line in (A-3) follows from the other two lines and Assumption 2.1(c).

Lemma A.2. Assume Assumptions 2.1 and 2.2. For any $i=1, \ldots, n$ and $(d, a, s, b) \in\{0,1\}^{2} \times \mathcal{S} \times\{1,2\}$,

$$
\begin{equation*}
P\left(D_{i}(a)=1 \mid A_{i}=a, S_{i}=s\right)=P(D(a)=1 \mid S=s)=\pi_{D(a)}(s) . \tag{A-4}
\end{equation*}
$$

Also, provided that the conditioning event has positive probability,

$$
\begin{equation*}
E\left[Y_{i}(d)^{b} \mid D_{i}(a)=d, A_{i}=a, S_{i}=s\right]=E\left[Y(d)^{b} \mid D(a)=d, S=s\right] . \tag{A-5}
\end{equation*}
$$

Proof. Fix $i=1, \ldots, n$ and $(d, a, s, b) \in\{0,1\}^{2} \times \mathcal{S} \times\{1,2\}$ arbitrarily, and set $s_{i}=s$ throughout this proof. To prove (A-4), consider the following derivation.

$$
\begin{aligned}
& P\left(D_{i}(a)=1 \mid A_{i}=a, S_{i}=s\right) \\
& =\sum_{\left\{s_{j}\right\}_{j \neq i} \in \mathcal{S}} P\left(D_{i}(a)=1 \mid A_{i}=a,\left\{S_{j}\right\}_{j=1}^{n}=\left\{s_{j}\right\}_{j=1}^{n}\right) P\left(\left\{S_{j}\right\}_{j \neq i}=\left\{s_{j}\right\}_{j \neq i} \mid A_{i}=a, S_{i}=s\right) \\
& \stackrel{(1)}{=} \sum_{\left\{s_{j}\right\}_{j \neq i} \in \mathcal{S}} P\left(D_{i}(a)=1 \mid\left\{S_{j}\right\}_{j=1}^{n}=\left\{s_{j}\right\}_{j=1}^{n}\right) P\left(\left\{S_{j}\right\}_{j \neq i}=\left\{s_{j}\right\}_{j \neq i} \mid A_{i}=a, S_{i}=s\right)=\pi_{D(a)}(s),
\end{aligned}
$$

where (1) holds by Assumption 2.2(a).
To derive (A-5), consider the following argument.

$$
\begin{aligned}
& E\left[Y_{i}(d)^{b} \mid A_{i}=a, D_{i}(a)=d, S_{i}=s\right] \\
& \stackrel{(1)}{=} \int_{y} y^{b} \frac{\sum_{\left\{s_{j}\right\}_{j \neq i} \in \mathcal{S}} d P\left(Y_{i}(d)=y, D_{i}(a)=d \mid A_{i}=a,\left\{S_{i}\right\}_{i=1}^{n}=\left\{s_{i}\right\}_{i=1}^{n}\right) P\left(\left\{S_{i}\right\}_{i=1}^{n}=\left\{s_{i}\right\}_{i=1}^{n}\right)}{\sum_{\left\{s_{j}\right\}_{j \neq i} \in \mathcal{S}} P\left(D_{i}(a)=d \mid A_{i}=a,\left\{S_{i}\right\}_{i=1}^{n}=\left\{s_{i}\right\}_{i=1}^{n}\right) P\left(\left\{S_{i}\right\}_{i=1}^{n}=\left\{s_{i}\right\}_{i=1}^{n}\right)} \\
& \stackrel{(2)}{=} \int_{y} y^{b} \frac{\sum_{\left\{s_{j}\right\}_{j \neq i} \in \mathcal{S}} d P\left(Y_{i}(d)=y, D_{i}(a)=d \mid\left\{S_{i}\right\}_{i=1}^{n}=\left\{s_{i}\right\}_{i=1}^{n}\right) P\left(\left\{S_{i}\right\}_{i=1}^{n}=\left\{s_{i}\right\}_{i=1}^{n}\right)}{\sum_{\left\{s_{j}\right\}_{j \neq i} \in \mathcal{S}} P\left(D_{i}(a)=d \mid\left\{S_{i}\right\}_{i=1}^{n}=\left\{s_{i}\right\}_{i=1}^{n}\right) P\left(\left\{S_{i}\right\}_{i=1}^{n}=\left\{s_{i}\right\}_{i=1}^{n}\right)} \\
& \stackrel{(3)}{=} \int_{y} y^{b} \frac{d P(Y(d)=y, D(a)=d, S(Z)=s)}{P(D(a)=d, S(Z)=s)}=E\left[Y(d)^{b} \mid D(a)=d, S=s\right],
\end{aligned}
$$

where (1) and (3) hold by Assumption 2.1, and (2) holds by Assumption 2.2(a).

Lemma A.3. Under Assumptions 2.1 and 2.2, and provided that the conditioning event has positive probability,

$$
\begin{align*}
& \mu(1,1, s)=E[Y(1) \mid A T, S=s] \frac{\pi_{D(0)}(s)}{\pi_{D(1)}(s)}+E[Y(1) \mid C, S=s] \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{\pi_{D(1)}(s)}-E[Y(1) \mid S=s] \\
& \mu(0,1, s)=E[Y(0) \mid N T, S=s]-E[Y(0) \mid S=s] \\
& \mu(1,0, s)=E[Y(1) \mid A T, S=s]-E[Y(1) \mid S=s] \\
& \mu(0,0, s)=E[Y(0) \mid N T, S=s] \frac{1-\pi_{D(1)}(s)}{1-\pi_{D(0)}(s)}+E[Y(0) \mid C, S=s] \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{1-\pi_{D(0)}(s)}-E[Y(0) \mid S=s] \tag{A-6}
\end{align*}
$$

and

$$
\left.\begin{array}{rl}
\sigma^{2}(1,1, s) & =\left\{\begin{array}{c}
V[Y(1) \mid A T, S=s] \frac{\pi_{D(0)}(s)}{\pi_{D(1)}(s)}+V[Y(1) \mid C, S=s] \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{\pi_{D(1)}(s)}+ \\
(E[Y(1) \mid C, S=s]-E[Y(1) \mid A T, S=s])^{2} \frac{\pi_{D(0)}(s)}{\pi_{D(1)}(s)} \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{\pi_{D(1)}(s)}
\end{array}\right\} \\
\sigma^{2}(0,1, s) & =V[Y(0) \mid N T, S=s]
\end{array}\right\} \begin{aligned}
& \sigma^{2}(1,0, s)=V[Y(1) \mid A T, S=s] \\
& \sigma^{2}(0,0, s)=\left\{\begin{array}{l}
V[Y(0) \mid N T, S=s] \frac{1-\pi_{D(1)}(s)}{1-\pi_{D(0)}(s)}+V[Y(0) \mid C, S=s] \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{1-\pi_{D(0)}^{(s)}}+ \\
\left.(E[Y(0) \mid C, S=s]-E[Y(0) \mid N T, S=s])^{2} \frac{1-\pi_{D(1)}(s)}{1-\pi_{D(0)}(s)} \frac{\pi_{D(1)(s)-\pi_{D(0)}(s)}^{1-\pi_{D(0)( }(s)}}{1}\right\}
\end{array}\right.
\end{aligned}
$$

Proof. The subscript $i=1, \ldots, n$ is absent from all expressions due to the i.i.d. condition in Assumption 2.1. For any $(d, a, s, b) \in\{0,1\}^{2} \times \mathcal{S} \times\{1,2\}$ such that $P(D(a)=d \mid S=s)=I[d=1] \pi_{D(a)}(s)+I[d=0]\left(1-\pi_{D(a)}(s)\right)>0$,

$$
E\left[Y(d)^{b} \mid D(a)=d, S=s\right]=\frac{\left[\begin{array}{c}
E\left[Y(d)^{b} \mid D(a)=d, D(1-a)=0, S=s\right] P(D(1-a)=0, D(a)=d \mid S=s)  \tag{A-8}\\
+E\left[Y(d)^{b} \mid D(a)=d, D(1-a)=1, S=s\right] P(D(1-a)=1, D(a)=d \mid S=s)
\end{array}\right]}{I[d=1] \pi_{D(a)}(s)+I[d=0]\left(1-\pi_{D(a)}(s)\right)} .
$$

We begin by showing (A-6). We only show the first line, as the others can be shown analogously.

$$
\begin{aligned}
\mu(1,1, s) & \stackrel{(1)}{=} E[Y(1) \mid D(1)=1, S=s]-E[Y(1) \mid S=s] \\
& \stackrel{(2)}{=} \frac{\left[\begin{array}{c}
E[Y(1) \mid D(1)=1, D(0)=0, S=s] P(D(0)=0, D(1)=1 \mid S=s) \\
+E[Y(1) \mid D(1)=1, D(0)=1, S=s] P(D(0)=1, D(1)=1 \mid S=s)
\end{array}\right]}{\pi_{D(1)}(s)}-E[Y(1) \mid S=s] \\
& \stackrel{(3)}{=} E[Y(1) \mid A T, S=s] \frac{\pi_{D(0)}(s)}{\pi_{D(1)}(s)}+E[Y(1) \mid C, S=s] \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{\pi_{D(1)}^{(s)}}-E[Y(1) \mid S=s]
\end{aligned}
$$

where (1) follows from (A-2), (2) follows from (A-8), and (3) follows from Lemma A.1.
To conclude, we show (A-7). Again, we only show the first line, as the others can be shown analogously.

$$
\begin{aligned}
& \sigma^{2}(1,1, s) \stackrel{(1)}{=} V[Y(1)-E[Y(1) \mid S=s] \mid D(1)=1, S=s] \\
& =V[Y(1) \mid D(1)=1, S=s] \\
& \stackrel{(2)}{=}\left\{\begin{array}{c}
\frac{\left[\begin{array}{c}
E\left[Y(1)^{2} \mid D(1)=1, D(0)=0, S=s\right] P(D(0)=0, D(1)=1 \mid S=s) \\
+E\left[Y(1)^{2} \mid D(1)=1, D(0)=1, S=s\right] P(D(0)=1, D(1)=1 \mid S=s)
\end{array}\right]}{\pi_{D(1)}^{(s)}} \\
-\frac{\left[\begin{array}{c}
E[Y(1) \mid D(1)=1, D(0)=0, S=s] P(D(0)=0, D(1)=1 \mid S=s) \\
+E[Y(1) \mid D(1)=1, D(0)=1, S=s] P(D(0)=1, D(1)=1 \mid S=s)
\end{array}\right]^{2}}{\left(\pi_{D(1)(s))^{2}}\right.}
\end{array}\right\} \\
& \stackrel{(3)}{=}\left\{\begin{array}{c}
V[Y(1) \mid A T, S=s] \frac{\pi_{D(0)}(s)}{\pi_{D(1)}(s)}+V[Y(1) \mid C, S=s] \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{\pi_{D(1)}(s)}+ \\
(E[Y(1) \mid A T, S=s]-E[Y(1) \mid C, S=s])^{2} \frac{\pi_{D(0)}(s)}{\pi_{D(1)}(s)} \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{\pi_{D(1)}(s)}
\end{array}\right\},
\end{aligned}
$$

where (1) follows from (A-2), (2) follows from (A-8), and (3) follows follows from Lemma A.1.

Lemma A.4. Under Assumptions 2.1 and 2.2,

$$
\begin{equation*}
\left\{\left.\left\{\sqrt{n}\left(\frac{n_{A D}(s)}{n_{A}(s)}-\pi_{D(1)}(s), \frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}-\pi_{D(0)}(s)\right)^{\prime}: s \in \mathcal{S}\right\} \right\rvert\,\left\{\left(S_{i}, A_{i}\right)\right\}_{i=1}^{n}\right\} \xrightarrow{d} N\left(\mathbf{0}, \Sigma_{D}\right) \text { w.p.a.1 } \tag{A-9}
\end{equation*}
$$

where

$$
\Sigma_{D} \equiv \operatorname{diag}\left\{\left[\begin{array}{cc}
\frac{\pi_{D(1)}(s)\left(1-\pi_{D(1)}(s)\right)}{\pi_{A}(s)} & 0  \tag{A-10}\\
0 & \frac{\pi_{D(0)}(s)\left(1-\pi_{D(0)}(s)\right)}{1-\pi_{A}(s)}
\end{array}\right] \frac{1}{p(s)}: s \in \mathcal{S}\right\}
$$

In addition,

$$
\begin{equation*}
\left(\frac{n_{A D}(s)}{n_{A}(s)}, \frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right) \xrightarrow{p}\left(\pi_{D(1)}(s), \pi_{D(0)}(s)\right) . \tag{A-11}
\end{equation*}
$$

Proof. We only show (A-9), as (A-11) follows from (A-9) and elementary convergence arguments. We divide the proof of (A-9) in two steps. The first step shows that

$$
\begin{align*}
& \left\{\left.\left\{\left(\sqrt{n_{A}(s)}\left(\frac{n_{A D}(s)}{n_{A}(s)}-\pi_{D(1)}(s)\right), \sqrt{n(s)-n_{A}(s)}\left(\frac{n_{0 D}(s)}{n(s)-n_{A}(s)}-\pi_{D(0)}(s)\right)\right)^{\prime}: s \in \mathcal{S}\right\} \right\rvert\,\left\{\left(S_{i}, A_{i}\right)\right\}_{i=1}^{n}\right\} \\
& \xrightarrow{d} N\left(\mathbf{0}, \operatorname{diag}\left\{\left[\begin{array}{cc}
\pi_{D(1)}(s)\left(1-\pi_{D(1)}(s)\right) & 0 \\
0 & \pi_{D(0)}(s)\left(1-\pi_{D(0)}(s)\right)
\end{array}\right]: s \in \mathcal{S}\right\}\right) \text { w.p.a.1, } \tag{A-12}
\end{align*}
$$

where $n_{0 D}(s) \equiv \sum_{i=1}^{n} 1\left[A_{i}=0, D_{i}=1, S_{i}=s\right]$ for any $s \in \mathcal{S}$. The second step shows that

$$
\begin{equation*}
\left\{\left.\left\{\left(\frac{\sqrt{n}}{\sqrt{n_{A}(s)}}, \frac{\sqrt{n}}{\sqrt{n(s)-n_{A}(s)}}\right)^{\prime}: s \in \mathcal{S}\right\} \right\rvert\,\left\{\left(S_{i}, A_{i}\right)\right\}_{i=1}^{n}\right\} \rightarrow \frac{1}{\sqrt{p(s)}}\left(\frac{1}{\sqrt{\pi_{A}(s)}}, \frac{1}{\sqrt{1-\pi_{A}(s)}}\right) \text { w.p.a.1. } \tag{A-13}
\end{equation*}
$$

Then, (A-9) follows from (A-12) and (A-13) via elementary convergence arguments.
Step 1: Show (A-12). Conditional on $\left\{\left(S_{i}, A_{i}\right)\right\}_{i=1}^{n}$, note that $\left\{\left(n_{A}(s), n(s)\right): s \in \mathcal{S}\right\}$ is non-stochastic, and so the only source of randomness in (A-12) is $\left\{\left(n_{A D}(s), n_{0 D}(s)\right): s \in \mathcal{S}\right\}$. Also, It is relevant to note that

$$
\begin{align*}
& n_{A D}(s)=\sum_{i=1}^{n} 1\left[A_{i}=1, D_{i}(1)=1, S_{i}=s\right]=\sum_{i=1}^{n} 1\left[A_{i}=1, S_{i}=s\right] D_{i}(1) \\
& n_{0 D}(s)=\sum_{i=1}^{n} 1\left[A_{i}=0, D_{i}(0)=1, S_{i}=s\right]=\sum_{i=1}^{n} 1\left[A_{i}=0, S_{i}=s\right] D_{i}(0) \tag{A-14}
\end{align*}
$$

According to (A-14), each component of $\left\{\left(n_{A D}(s), n_{0 D}(s)\right)^{\prime}: s \in \mathcal{S}\right\}$ is determined by different subset of individuals in the random sample.

As a next step, consider the following derivation for any $\left\{d_{0, i}\right\}_{i=1}^{n} \times\left\{d_{1, i}\right\}_{i=1}^{n} \times\left\{a_{i}\right\}_{i=1}^{n} \times\left\{s_{i}\right\}_{i=1}^{n} \in\{0,1\}^{n} \times$ $\{0,1\}^{n} \times\{0,1\}^{n} \times \mathcal{S}^{n}$.

$$
\begin{align*}
& P\left(\left\{\left(D_{i}(0), D_{i}(1)\right)\right\}_{i=1}^{n}=\left\{\left(d_{0, i}, d_{1, i}\right)\right\}_{i=1}^{n} \mid\left\{\left(A_{i}, S_{i}\right)\right\}_{i=1}^{n}=\left\{\left(a_{i}, s_{i}\right)\right\}_{i=1}^{n}\right) \\
& \stackrel{(1)}{=} P\left(\left\{\left(D_{i}(0), D_{i}(1)\right)\right\}_{i=1}^{n}=\left\{\left(d_{0, i}, d_{1, i}\right)\right\}_{i=1}^{n} \mid\left\{S_{i}\right\}_{i=1}^{n}=\left\{s_{i}\right\}_{i=1}^{n}\right) \\
& =\frac{P\left(\left\{\left(D_{i}(0), D_{i}(1), S_{i}\right)\right\}_{i=1}^{n}=\left\{\left(d_{0, i}, d_{1, i}, s_{i}\right)\right\}_{i=1}^{n}\right)}{P\left(\left\{S_{i}\right\}_{i=1}^{n}=\left\{s_{i}\right\}_{i=1}^{n}\right)} \\
& \stackrel{(2)}{=} \Pi_{i=1}^{n} P\left((D(0), D(1))=\left(d_{0, i}, d_{1, i}\right) \mid S=s_{i}\right), \tag{A-15}
\end{align*}
$$

where (1) follows from Assumption 2.2(a) and (2) follows from Assumption 2.1. Conditionally on $\left\{\left(A_{i}, S_{i}\right)\right\}_{i=1}^{n}=$ $\left\{\left(a_{i}, s_{i}\right)\right\}_{i=1}^{n}$, (A-15) reveals that $\left\{\left(D_{i}(0), D_{i}(1)\right)\right\}_{i=1}^{n}$ is an independent sample with $\left\{\left(D_{i}(0), D_{i}(1)\right) \mid\left\{\left(A_{i}, S_{i}\right)\right\}_{i=1}^{n}=\right.$ $\left.\left\{\left(a_{i}, s_{i}\right)\right\}_{i=1}^{n}\right\} \stackrel{d}{=}\left\{(D(0), D(1)) \mid S=s_{i}\right\}$.

By (A-14), $\left\{\left(n_{A D}(s), n_{0 D}(s)\right)^{\prime}: s \in \mathcal{S}\right\}$ are the sum of binary observations from different individuals. If we condition on $\left\{\left(A_{i}, S_{i}\right)\right\}_{i=1}^{n}$, (A-14) and (A-15) imply that

$$
\begin{equation*}
\left\{\left\{\left(n_{A D}(s), n_{D}(s)-n_{A D}(s)\right)^{\prime}: s \in \mathcal{S}\right\} \mid\left\{S_{i}\right\}_{i=1}^{n},\left\{A_{i}\right\}_{i=1}^{n}\right\} \stackrel{d}{=}\left\{(B(1, s), B(0, s))^{\prime}: s \in \mathcal{S}\right\}, \tag{A-16}
\end{equation*}
$$

where $\left\{(B(1, s), B(0, s))^{\prime}: s \in \mathcal{S}\right\}$ are independent random variables with $B(1, s) \sim B i\left(n_{A}(s), \pi_{D(1)}(s)\right)$ and $B(0, s) \sim$ $\operatorname{Bi}\left(n(s)-n_{A}(s), \pi_{D(0)}(s)\right)$. Provided that we condition on sequences of $\left\{\left(S_{i}, A_{i}\right)\right\}_{i=1}^{n}$ with $n_{A}(s) \rightarrow \infty$ and $n(s)-$ $n_{A}(s) \rightarrow \infty$ for all $s \in \mathcal{S}$, (A-12) follows immediately from (A-16) and the normal approximation to the binomial.

To conclude the step, it suffices to show that $n_{A}(s) \rightarrow \infty$ and $n(s)-n_{A}(s) \rightarrow \infty$ for all $s \in \mathcal{S}$ w.p.a.1. In turn, note that this is a consequence of $n(s) / n \xrightarrow{\text { a.s }} p(s)>0$ under Assumption 2.1 and $n_{A}(s) / n(s) \xrightarrow{p} \pi_{A}(s) \in(0,1)$ by Assumption 2.2(b).

Step 2: Show (A-13). Fix $s \in \mathcal{S}$ arbitrarily and notice that

$$
\begin{equation*}
\left(\frac{\sqrt{n}}{\sqrt{n_{A}(s)}}, \frac{\sqrt{n}}{\sqrt{n(s)-n_{A}(s)}}\right)=\left[\frac{n}{n(s)}\left(\frac{1}{n_{A}(s) / n(s)}, \frac{1}{1-n_{A}(s) / n(s)}\right)\right]^{1 / 2} \xrightarrow{p} \frac{1}{\sqrt{p(s)}}\left(\frac{1}{\sqrt{\pi_{A}(s)}}, \frac{1}{\sqrt{1-\pi_{A}(s)}}\right) \tag{A-17}
\end{equation*}
$$

where the convergence follows from Assumptions 2.1 and 2.2(b). From (A-17) and the fact that $\left\{\left(n_{A}(s), n(s)\right): s \in \mathcal{S}\right\}$ is non-stochastic once we condition on $\left\{\left(A_{i}, S_{i}\right)\right\}_{i=1}^{n}$, (A-13) follows.

Lemma A.5. Assume Assumptions 2.1 and 2.3, and define

$$
R_{n} \equiv\left(R_{n, 1}^{\prime}, R_{n, 2}^{\prime}, R_{n, 3}^{\prime}, R_{n, 4}^{\prime}\right)^{\prime}
$$

where

$$
\begin{align*}
R_{n, 1} & \equiv\left\{\frac{1}{\sqrt{n}} \sum_{i=1}^{n} I\left\{D_{i}=d, A_{i}=a, S_{i}=s\right\}\left(\tilde{Y}_{i}(d)-\mu(d, a, s)\right):(d, a, s) \in\{0,1\}^{2} \times \mathcal{S}\right\} \\
R_{n, 2} & \equiv\left\{\left[\sqrt{n}\left(\frac{n_{A D}(s)}{n_{A}(s)}-\pi_{D(1)}(s)\right), \sqrt{n}\left(\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}-\pi_{D(0)}(s)\right)\right]^{\prime}: s \in S\right\} \\
R_{n, 3} & \equiv\left\{\sqrt{n}\left(\frac{n_{A}(s)}{n(s)}-\pi_{A}(s)\right): s \in S\right\} \\
R_{n, 4} & \equiv\left\{\sqrt{n}\left(\frac{n(s)}{n}-p(s)\right): s \in S\right\} \tag{A-18}
\end{align*}
$$

Then,

$$
R_{n} \xrightarrow{d} N\left(\left(\begin{array}{l}
\mathbf{0} \\
\mathbf{0} \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right),\left(\begin{array}{cccc}
\Sigma_{1} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \Sigma_{2} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \Sigma_{3} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \Sigma_{4}
\end{array}\right)\right)
$$

where

$$
\left.\left.\begin{array}{l}
\Sigma_{1} \equiv \operatorname{diag}\left\{\left[\begin{array}{c}
1[(d, a)=(0,0)]\left(1-\pi_{D(0)}(s)\right)\left(1-\pi_{A}(s)\right) \\
+1[(d, a)=(1,0)] \pi_{D(0)}(s)\left(1-\pi_{A}(s)\right) \\
+1[(d, a)=(0,1)]\left(1-\pi_{D(1)}(s)\right) \pi_{A}(s) \\
+1[(d, a)=(1,1)] \pi_{D(1)}(s) \pi_{A}(s)
\end{array}\right] p(s) \sigma^{2}(d, a, s):(d, a, s) \in\{0,1\}^{2} \times \mathcal{S}\right\}
\end{array}\right]\right\} \begin{gathered}
0 \\
\Sigma_{2} \equiv \operatorname{diag}\left\{\left[\begin{array}{cc}
\left(1-\pi_{D(1)}(s)\right) \pi_{D(1)}(s) / \pi_{A}(s) & \left(1-\pi_{D(0)}(s)\right) \pi_{D(0)}(s) /\left(1-\pi_{A}(s)\right)
\end{array}\right] / p(s): s \in \mathcal{S}\right\} \\
\Sigma_{3} \equiv \operatorname{diag}\left\{\tau(s)\left(1-\pi_{A}(s)\right) \pi_{A}(s) / p(s): s \in \mathcal{S}\right\} \\
\Sigma_{4} \equiv \operatorname{diag\{ p(s):s\in \mathcal {S}\} -\{ p(s):s\in \mathcal {S}\} \{ p(s):s\in \mathcal {S}\} ^{\prime }.}
\end{gathered}
$$

Proof. Throughout this proof, it is relevant to recall that Assumption 2.3 implies Assumption 2.2. Also, let $\zeta_{j} \sim$ $N\left(\mathbf{0}, \Sigma_{j}\right)$ for $j=1,2,3,4$, with $\left(\zeta_{1}^{\prime}, \zeta_{2}^{\prime}, \zeta_{3}^{\prime}, \zeta_{4}^{\prime}\right)$ are independent. Our goal is to show that $\left(R_{n, 1}^{\prime}, R_{n, 2}^{\prime}, R_{n, 3}^{\prime}, R_{n, 4}^{\prime}\right) \xrightarrow{d}$ $\left(\zeta_{1}^{\prime}, \zeta_{2}^{\prime}, \zeta_{3}^{\prime}, \zeta_{4}^{\prime}\right)$. We divide the argument into 3 steps.

Step 1. Under Assumptions 2.1 and 2.2, we show that for random vectors $R_{n, 1}^{C}$ and $R_{n, 1}^{D}$,

$$
\begin{align*}
& \left(R_{n, 1}^{\prime}, R_{n, 2}^{\prime}, R_{n, 3}^{\prime}, R_{n, 4}^{\prime}\right) \stackrel{d}{=}\left(R_{n, 1}^{C}{ }^{\prime}, R_{n, 2}^{\prime}, R_{n, 3}^{\prime}, R_{n, 4}^{\prime}\right)  \tag{A-19}\\
& R_{n, 1}^{D} \perp\left(R_{n, 2}^{\prime}, R_{n, 3}^{\prime}, R_{n, 4}^{\prime}\right)^{\prime}  \tag{A-20}\\
& R_{n, 1}^{D} \xrightarrow{d} \zeta_{1}  \tag{A-21}\\
& R_{n, 1}^{C}=R_{n, 1}^{D}+o_{p}(1) . \tag{A-22}
\end{align*}
$$

For any arbitrary $\left(\left\{y_{i}\right\}_{i=1}^{n},\left\{d_{i}\right\}_{i=1}^{n},\left\{a_{i}\right\}_{i=1}^{n},\left\{s_{i}\right\}_{i=1}^{n}\right) \in \mathbb{R}^{n} \times\{0,1\}^{n} \times\{0,1\}^{n} \times \mathcal{S}^{n}$, consider first the following derivation. Provided that the conditioning event has positive probability,

$$
\begin{align*}
& d P\left(\left\{\tilde{Y}\left(d_{i}\right)=y_{i}\right\}_{i=1}^{n} \mid\left\{\left(D_{i}, A_{i}, S_{i}\right)=\left(d_{i}, a_{i}, s_{i}\right)\right\}_{i=1}^{n}\right) \\
& \stackrel{(1)}{=} d P\left(\left\{Y\left(d_{i}\right)=y_{i}+E\left[Y\left(d_{i}\right) \mid S=s_{i}\right]\right\}_{i=1}^{n} \mid\left\{\left(D_{i}, A_{i}, S_{i}\right)=\left(d_{i}, a_{i}, s_{i}\right)\right\}_{i=1}^{n}\right) \\
& \stackrel{(2)}{=} \frac{d P\left(\left\{\left(Y\left(d_{i}\right), D\left(a_{i}\right)\right)=\left(y_{i}+E\left[Y\left(d_{i}\right) \mid S=s_{i}\right], d_{i}\right)\right\}_{i=1}^{n} \mid\left\{\left(S_{i}, A_{i}\right)=\left(s_{i}, a_{i}\right)\right\}_{i=1}^{n}\right)}{P\left(\left\{D\left(a_{i}\right)=d_{i}\right\}_{i=1}^{n} \mid\left\{\left(S_{i}, A_{i}\right)=\left(s_{i}, a_{i}\right)\right\}_{i=1}^{n}\right)} \\
& \stackrel{(3)}{=} \frac{d P\left(\left\{\left(Y\left(d_{i}\right), D\left(a_{i}\right)\right)=\left(y_{i}+E\left[Y\left(d_{i}\right) \mid S=s_{i}\right], d_{i}\right)\right\}_{i=1}^{n} \mid\left\{S_{i}=s_{i}\right\}_{i=1}^{n}\right)}{P\left(\left\{D\left(a_{i}\right)=d_{i}\right\}_{i=1}^{n} \mid\left\{S_{i}=s_{i}\right\}_{i=1}^{n}\right)} \\
& \stackrel{(4)}{=} \frac{\int_{\left\{z_{i}: S\left(z_{i}\right)=s_{i}\right\}_{i=1}^{n}} d P\left(\left\{\left(Y\left(d_{i}\right), D\left(a_{i}\right), Z_{i}\right)=\left(y_{i}+E\left[Y\left(d_{i}\right) \mid S=s_{i}\right], d_{i}, z_{i}\right)\right\}_{i=1}^{n}\right)}{\int_{\left\{z_{i}: S\left(z_{i}\right)=s_{i}\right\}_{i=1}^{n}} P\left(\left\{\left(D\left(a_{i}\right), Z_{i}\right)=\left(d_{i}, z_{i}\right)\right\}_{i=1}^{n}\right)} \\
& \stackrel{(5)}{=} \frac{\prod_{i=1}^{n} \int_{z_{i}: S\left(z_{i}\right)=s_{i}} d P\left(\left(Y\left(d_{i}\right), D\left(a_{i}\right), Z_{i}\right)=\left(y_{i}+E\left[Y\left(d_{i}\right) \mid S=s_{i}\right], d_{i}, z_{i}\right)\right)}{\prod_{i=1}^{n} \int_{z_{i}: S\left(z_{i}\right)=s_{i}} P\left(\left(D\left(a_{i}\right), Z_{i}\right)=\left(d_{i}, z_{i}\right)\right)} \\
& =\prod_{i=1}^{n} d P\left(Y\left(d_{i}\right)=y_{i}+E\left[Y\left(d_{i}\right) \mid S=s_{i}\right] D\left(a_{i}\right)=d_{i}, S=s_{i}\right) \\
& \stackrel{(6)}{=} \prod_{i=1}^{n} d P\left(\tilde{Y}\left(d_{i}\right)=y_{i} \mid D\left(a_{i}\right)=d_{i}, S=s_{i}\right), \tag{A-23}
\end{align*}
$$

where (1) and (6) follow from (A-1), (2) follows from $D_{i}=D\left(A_{i}\right)$, (3) follows form Assumption 2.2(a), (4) follows from $S_{i}=S\left(Z_{i}\right)$, (5) follows from Assumption 2.1. A corollary of (A-23) is that $\left\{\left\{\tilde{Y}\left(d_{i}\right)\right\}_{i=1}^{n} \mid\left\{\left(D_{i}, A_{i}, S_{i}\right)=\left(d_{i}, a_{i}, s_{i}\right)\right\}_{i=1}^{n}\right\}$ has the distribution of an independent sample with observation $i=1, \ldots, n$ distributed according to $\left\{\tilde{Y}\left(d_{i}\right) \mid D\left(a_{i}\right)=\right.$ $\left.d_{i}, S=s_{i}\right\}$. Then, conditionally on $\left\{\left(D_{i}, A_{i}, S_{i}\right)=\left(d_{i}, a_{i}, s_{i}\right)\right\}_{i=1}^{n},\left\{\tilde{Y}_{i}\left(d_{i}\right)-\mu(d, a, s)\right\}_{i=1}^{n}$ is an independent sample with $\left\{\tilde{Y}_{i}\left(d_{i}\right)-\mu\left(d_{i}, a_{i}, s_{i}\right) \mid\left\{\left(D_{i}, A_{i}, S_{i}\right)=\left(d_{i}, a_{i}, s_{i}\right)\right\}_{i=1}^{n}\right\} \stackrel{d}{=}\left\{\tilde{Y}\left(d_{i}\right)-\mu\left(d_{i}, a_{i}, s_{i}\right) \mid D\left(a_{i}\right)=d_{i}, S=s_{i}\right\}$.

Conditional on $\left\{\left(D_{i}, A_{i}, S_{i}\right)=\left(d_{i}, a_{i}, s_{i}\right)\right\}_{i=1}^{n}$, consider the following matrix

$$
\begin{equation*}
\left\{\left\{\left\{I\left\{D_{i}=d, A_{i}=a, S_{i}=s\right\}\left(\tilde{Y}_{i}(d)-\mu(d, a, s)\right)\right\}:(d, a, s) \in\{0,1\}^{2} \times \mathcal{S}\right\}^{\prime}: i=1, \ldots, n\right\} \tag{A-24}
\end{equation*}
$$

Consider the following observation for each row $i=1, \ldots, n$ of (A-24). Row $i$ has one and only one indicator $\left\{I\left\{D_{i}=d, A_{i}=a, S_{i}=s\right\}:(d, a, s) \in\{0,1\}^{2} \times \mathcal{S}\right\}$ that is turned on, corresponding to $(d, a, s)=\left(d_{i}, a_{i}, s_{i}\right)$. For this entry, we have that $I\left\{D_{i}=d, A_{i}=a, S_{i}=s\right\}\left(\tilde{Y}_{i}(d)-\mu(d, a, s)\right)=\left(\tilde{Y}_{i}\left(d_{i}\right)-\mu\left(d_{i}, a_{i}, s_{i}\right)\right)$. The remaining observations in row $i$ are equal to zero and, thus, independent of $\left(\tilde{Y}_{i}\left(d_{i}\right)-\mu\left(d_{i}, a_{i}, s_{i}\right)\right)$. In this sense, the elements of the row are independent. By the derivation in (A-23), conditional on $\left\{\left(D_{i}, A_{i}, S_{i}\right)=\left(d_{i}, a_{i}, s_{i}\right)\right\}_{i=1}^{n}$, the rows are independent. As a consequence, conditional on $\left\{\left(D_{i}, S_{i}, A_{i}\right)\right\}_{i=1}^{n}$, (A-24) has the same distribution as the following matrix

$$
\begin{equation*}
\left\{\left\{\left\{I\left\{D_{i}=d, A_{i}=a, S_{i}=s\right\} \breve{Y}_{i}(d, a, s)\right\}:(d, a, s) \in\{0,1\}^{2} \times \mathcal{S}\right\}^{\prime}: i=1, \ldots, n\right\} \tag{A-25}
\end{equation*}
$$

where $\left\{\left\{\breve{Y}_{i}(d, a, s):(d, a, s) \in\{0,1\}^{2} \times \mathcal{S}\right\}^{\prime}: i=1, \ldots, n\right\}$ denotes a matrix of $4 S \times n$ independent random variables, independent of $\left\{\left(D_{i}, S_{i}, A_{i}\right)\right\}_{i=1}^{n}$, with $\breve{Y}_{i}(d, a, s) \stackrel{d}{=}\{\tilde{Y}(d)-\mu(d, a, s) \mid D(a)=d, S=s\}$ for each $(d, a, s) \in\{0,1\}^{2} \times \mathcal{S}$. As a corollary,

$$
\begin{equation*}
\left\{R_{n, 1} \mid\left\{\left(D_{i}, A_{i}, S_{i}\right)\right\}_{i=1}^{n}\right\} \stackrel{d}{=}\left\{R_{n, 1}^{B} \mid\left\{\left(D_{i}, A_{i}, S_{i}\right)\right\}_{i=1}^{n}\right\}, \tag{A-26}
\end{equation*}
$$

where

$$
R_{n, 1}^{B} \equiv\left\{\frac{1}{\sqrt{n}} \sum_{i=1}^{n} I\left\{D_{i}=d, A_{i}=a, S_{i}=s\right\} \breve{Y}_{i}(d, a, s):(d, a, s) \in\{0,1\}^{2} \times \mathcal{S}\right\}
$$

Consider the following classification of observations. Let $g=1$ represent an observation with $(d, a, s)=(0,0,1)$, $g=2$ represents $(d, a, s)=(1,0,1), g=3$ represents $(d, a, s)=(0,1,1), g=4$ represents $(d, a, s)=(1,1,1), g=5$ represents $(d, a, s)=(0,0,2)$, and so on, until $g=4 S$, which represents $(d, a, s)=(1,1,|\mathcal{S}|)$. Let $G:(d, a, s) \rightarrow \mathcal{G} \equiv$ $\{1, \ldots, 4|\mathcal{S}|\}$ denote the function that maps each $(d, a, s)$ into a group $g \in \mathcal{G}$. Note that $G$ is invertible for every $g \in \mathcal{G}$ with $G^{-1}: \mathcal{G} \rightarrow\left\{(d, a, s) \in\{0,1\}^{2} \times \mathcal{S}\right\}$. Also, for any $s \in \mathcal{S}$, let $\bar{g}(s) \in \mathcal{G}$ be the unique value of $\mathcal{G}$ s.t. $\bar{g}(s)=g(0,0, s)$, and so $\bar{g}(s)+1=g(1,0, s), \bar{g}(s)+2=g(0,1, s)$, and $\bar{g}(s)+3=g(1,1, s)$. For each $g \in \mathcal{G}$, let $N_{g} \equiv \sum_{i=1}^{n} I\left\{G\left(D_{i}, A_{i}, S_{i}\right)<g\right\}$. Note that, conditional on $\left\{\left(D_{i}, A_{i}, S_{i}\right)\right\}_{i=1}^{n},\left\{N_{G(d, a, s)}:(d, a, s) \in\{0,1\}^{2} \times \mathcal{S}\right\}$ is nonstochastic. Let's now consider a reordering of the units $i=1, \ldots, n$ in the following manner: first by strata $s \in \mathcal{S}$, then by treatment assignment $a \in\{0,1\}$, and then by decision $d \in\{0,1\}$. In other words, the units are reordered in increasing order of $g=1, \ldots, \mathcal{G}$. Let $R_{n, 1}^{C}$ denote the reordered sum. Let $\{\pi(i): i=1, \ldots, n\}$ denote the permutation of the units described by this reordering. Since $\breve{Y}_{i}(d, a, s) \stackrel{d}{=}\{\tilde{Y}(d)-\mu(d, a, s) \mid D(a)=d, S=s\}$, note that

$$
\begin{equation*}
\left\{\left\{\breve{Y}_{\pi(i)}(d, a, s):(d, a, s) \in\{0,1\}^{2} \times \mathcal{S}\right\}^{\prime}: i=1, \ldots, n\right\} \stackrel{d}{=}\left\{\left\{\breve{Y}_{i}(d, a, s):(d, a, s) \in\{0,1\}^{2} \times \mathcal{S}\right\}^{\prime}: i=1, \ldots, n\right\} . \tag{A-27}
\end{equation*}
$$

As a corollary of (A-27),

$$
\begin{equation*}
\left\{R_{n, 1}^{B} \mid\left\{\left(D_{i}, A_{i}, S_{i}\right)\right\}_{i=1}^{n}\right\} \stackrel{d}{=}\left\{R_{n, 1}^{C} \mid\left\{\left(D_{i}, A_{i}, S_{i}\right)\right\}_{i=1}^{n}\right\}, \tag{A-28}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{n, 1}^{C} \equiv\left\{\frac{1}{\sqrt{n}} \sum_{i=n \frac{N_{G(d, a, s)}+1}{n}}^{\sum_{i} \frac{N_{G(d, a, s)+1}^{n}}{n}} \check{Y}_{i}(d, a, s):(d, a, s) \in\{0,1\}^{2} \times \mathcal{S}\right\} \tag{A-29}
\end{equation*}
$$

and $\left\{\left\{\check{Y}_{i}(d, a, s):(d, a, s) \in\{0,1\}^{2} \times \mathcal{S}\right\}^{\prime}: i=1, \ldots, n\right\}$ denotes a matrix of row-wise i.i.d. random vectors, independent of $\left\{\left(D_{i}, A_{i}, S_{i}\right)\right\}_{i=1}^{n}$, with $\check{Y}_{i}(d, a, s) \stackrel{d}{=}\{\tilde{Y}(d)-\mu(d, a, s) \mid D(a)=d, S=s\}$.

By (A-26) and (A-28),

$$
\begin{equation*}
\left\{R_{n, 1} \mid\left\{\left(D_{i}, A_{i}, S_{i}\right)\right\}_{i=1}^{n}\right\} \stackrel{d}{=}\left\{R_{n, 1}^{C} \mid\left\{\left(D_{i}, A_{i}, S_{i}\right)\right\}_{i=1}^{n}\right\} . \tag{A-30}
\end{equation*}
$$

For any $\left(h_{1}, h_{2}, h_{3}, h_{3}\right) \in \mathbb{R}^{4|\mathcal{S}|} \times \mathbb{R}^{|\mathcal{S}|} \times \mathbb{R}^{|\mathcal{S}|} \times \mathbb{R}^{|\mathcal{S}|}$, consider the following derivation.

$$
\begin{aligned}
& P\left(R_{n, 1} \leq h_{1}, R_{n, 2} \leq h_{2}, R_{n, 3} \leq h_{3}, R_{n, 4} \leq h_{4}\right) \\
& =E\left[P\left(R_{n, 1} \leq h_{1}, R_{n, 2} \leq h_{2}, R_{n, 3} \leq h_{3}, R_{n, 4} \leq h_{4} \mid\left\{\left(D_{i}, A_{i}, S_{i}\right)\right\}_{i=1}^{n}\right)\right] \\
& \stackrel{(1)}{=} E\left[P\left(R_{n, 1} \leq h_{1} \mid\left\{\left(D_{i}, A_{i}, S_{i}\right)\right\}_{i=1}^{n}\right) 1\left[R_{n, 2} \leq h_{2}, R_{n, 3} \leq h_{3}, R_{n, 4} \leq h_{4}\right]\right] \\
& \stackrel{(2)}{=} E\left[P\left(R_{n, 1}^{C} \leq h_{1} \mid\left\{\left(D_{i}, A_{i}, S_{i}\right)\right\}_{i=1}^{n}\right) 1\left[R_{n, 2} \leq h_{2}, R_{n, 3} \leq h_{3}, R_{n, 4} \leq h_{4}\right]\right] \\
& \stackrel{(3)}{=} E\left[P\left(R_{n, 1}^{C} \leq h_{1}, R_{n, 2} \leq h_{2}, R_{n, 3} \leq h_{3}, R_{n, 4} \leq h_{4} \mid\left\{\left(D_{i}, A_{i}, S_{i}\right)\right\}_{i=1}^{n}\right)\right] \\
& =P\left(R_{n, 1}^{C} \leq h_{1}, R_{n, 2} \leq h_{2}, R_{n, 3} \leq h_{3}, R_{n, 4} \leq h_{4}\right),
\end{aligned}
$$

where (1) and (3) holds because $\left(R_{n, 2}, R_{n, 3}, R_{n, 4}\right)$ is a nonstochastic function of $\left\{\left(D_{i}, A_{i}, S_{i}\right)\right\}_{i=1}^{n}$, and (2) holds by (A-30). Since the choice of ( $h_{1}, h_{2}, h_{3}, h_{3}$ ) was arbitrary, (A-19) follows.

For each $g \in \mathcal{G}$, let

$$
\begin{equation*}
F_{g} \equiv \sum_{s \in \mathcal{S}}\left[P(G(D(1), 1, s)<g \mid S=s) \pi_{A}(s) p(s)+P(G(D(0), 0, s)<g \mid S=s)\left(1-\pi_{A}(s)\right) p(s)\right] \tag{A-31}
\end{equation*}
$$

Also, define

$$
\begin{equation*}
R_{n, 1}^{D} \equiv\left\{\frac{1}{\sqrt{n}} \sum_{i=\left\lfloor n F_{G(d, a, s)}\right\rfloor+1}^{\left\lfloor n F_{G(d, a, s)+1}\right\rfloor} \check{Y}_{i}(d, a, s):(d, a, s) \in\{0,1\}^{2} \times \mathcal{S}\right\} \tag{A-32}
\end{equation*}
$$

Since $R_{n, 1}^{D}$ is a nonstochastic function of $\left\{\left\{\check{Y}_{i}(d, a, s):(d, a, s) \in\{0,1\}^{2} \times \mathcal{S}\right\}^{\prime}: i=1, \ldots, n\right\},\left(R_{n, 2}, R_{n, 3}, R_{n, 4}\right)$ is a nonstochastic function of $\left\{\left(D_{i}, A_{i}, S_{i}\right)\right\}_{i=1}^{n}$, and $\left\{\left\{\check{Y}_{i}(d, a, s):(d, a, s) \in\{0,1\}^{2} \times \mathcal{S}\right\}^{\prime}: i=1, \ldots, n\right\} \perp$ $\left\{\left(D_{i}, A_{i}, S_{i}\right)\right\}_{i=1}^{n}$, we conclude that (A-20) holds.

For each $(d, a, s, u) \in\{0,1\}^{2} \times \mathcal{S} \times(0,1]$, consider the following partial sum process:

$$
L_{n}(u)=\frac{1}{\sqrt{n}} \sum_{i=1}^{\lfloor n u\rfloor} \check{Y}_{i}(d, a, s) .
$$

Note that $\check{Y}_{i}(d, a, s) \stackrel{d}{=}\{\tilde{Y}(d)-\mu(d, a, s) \mid D(a)=d, S=s\}$ and so (A-2) implies that $E\left[\check{Y}_{i}(d, a, s)\right]=0$ and $V\left[\check{Y}_{i}(d, a, s)\right]=\sigma^{2}(d, a, s)$. By repeating arguments in the proof of Bugni et al. (2018, Lemma B.2),

$$
\begin{equation*}
L_{n}(u) \xrightarrow{d} N\left(0, u \sigma^{2}(d, a, s)\right) . \tag{A-33}
\end{equation*}
$$

Since $\left\{\left\{\check{Y}_{i}(d, a, s):(d, a, s) \in\{0,1\}^{2} \times \mathcal{S}\right\}^{\prime}: i=1, \ldots, n\right\}, L_{n}\left(F_{G(d, a, s)}\right) \perp L_{n}\left(F_{G(d, a, s)+1}\right)-L_{n}\left(F_{G(d, a, s)}\right)$. By this and that (A-33) holds for $u \in\left\{F_{G(d, a, s)}, F_{G(d, a, s)+1}\right\}$,

$$
\begin{equation*}
\frac{1}{\sqrt{n}} \sum_{i=\left\lfloor n F_{G(d, a, s)}\right\rfloor+1}^{\left\lfloor n F_{G(d, a, s)+1}\right\rfloor} \check{Y}_{i}(d, a, s)=L_{n}\left(F_{G(d, a, s)+1}\right)-L_{n}\left(F_{G(d, a, s)}\right) \xrightarrow{d} N\left(0,\left(F_{G(d, a, s)+1}-F_{G(d, a, s)}\right) \sigma^{2}(d, a, s)\right) \tag{A-34}
\end{equation*}
$$

Since $\left\{\left\{\check{Y}_{i}(d, a, s):(d, a, s) \in\{0,1\}^{2} \times \mathcal{S}\right\}^{\prime}: i=1, \ldots, n\right\}$ are independent random variables, we conclude that for any $(d, a, s),(\tilde{d}, \tilde{a}, \tilde{s}) \in\{0,1\}^{2} \times \mathcal{S}$ with $(d, a, s) \neq(\tilde{d}, \tilde{a}, \tilde{s})$, it follows that

By (A-34) and (A-35),

$$
\begin{equation*}
R_{n, 1}^{D} \xrightarrow{d} N\left(\mathbf{0}, \operatorname{diag}\left\{\left(F_{G(d, a, s)+1}-F_{G(d, a, s)}\right) \sigma^{2}(d, a, s):(d, a, s) \in\{0,1\}^{2} \times \mathcal{S}\right\}\right) \tag{A-36}
\end{equation*}
$$

To show (A-21) from (A-36), it then suffices to show that for all $(d, a, s) \in\{0,1\}^{2} \times \mathcal{S}$,

$$
F_{G(d, a, s)+1}-F_{G(d, a, s)}=\left\{\begin{array}{c}
1[(a, d)=(0,0)]\left(1-\pi_{D(0)}(s)\right)\left(1-\pi_{A}(s)\right)  \tag{A-37}\\
+1[(a, d)=(0,1)] \pi_{D(0)}(s)\left(1-\pi_{A}(s)\right) \\
+1[(a, d)=(1,0)]\left(1-\pi_{D(1)}(s)\right) \pi_{A}(s) \\
+1[(a, d)=(1,1)] \pi_{D(1)}(s) \pi_{A}(s)
\end{array}\right\} p(s) .
$$

We can show this from (A-31) by using an induction argument. As an initial step, note that (A-31) implies that $F_{1}=0, F_{2}=\left(1-\pi_{D(0)}(1)\right)\left(1-\pi_{A}(1)\right) p(1), F_{3}=\left(1-\pi_{A}(1)\right) p(1), F_{4}=\left(1-\pi_{A}(1)\right) p(1)+\left(1-\pi_{D(1)}(s)\right) \pi_{A}(s) p(1)$. As the inductive step, note that for $g=1,5,9, \ldots, 4(|S|-1)$, (A-31) implies that $F_{g+1}=F_{g}+\left(1-\pi_{D(0)}(s)\right)\left(1-\pi_{A}(s)\right) p(s)$, $F_{g+2}=F_{g}+\left(1-\pi_{D(0)}(s)\right)\left(1-\pi_{A}(s)\right) p(s), F_{g+3}=F_{g}+\left(1-\pi_{D(0)}(s)\right)\left(1-\pi_{A}(s)\right) p(s)$, and $F_{g+4}=F_{g}+\left(1-\pi_{D(0)}(s)\right)(1-$ $\left.\pi_{A}(s)\right) p(s)$. By finite induction, (A-37) follows.

By repeating arguments in the proof of Bugni et al. (2018, Lemma B.2), we can show (A-22) follows from showing that $N_{g} / n \xrightarrow{p} F_{g}$ for all $g \in \mathcal{G}$. Note that $F_{1}=N_{1} / n=0$. For any $(d, a, s) \in\{0,1\}^{2} \times \mathcal{S}$, consider the following
argument.

$$
\begin{align*}
\frac{N_{G(d, a, s)+1}}{n}-\frac{N_{G(d, a, s)}}{n} & \stackrel{(1)}{=}\left\{\begin{array}{c}
1[(a, d)=(0,0)]\left(n(s)-n_{D}(s)-n_{A}(s)+n_{A D}(s)\right) \\
+1[(a, d)=(0,1)]\left(n_{D}(s)-n_{A D}(s)\right) \\
+1[(a, d)=(1,0)]\left(n_{A}(s)-n_{A D}(s)\right) \\
+1[(a, d)=(1,1)] n_{A D}(s)
\end{array}\right\} \frac{1}{n} \\
& =\left\{\begin{array}{c}
1[(a, d)=(0,0)]\left(1-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right)\left(1-\frac{n_{A}(s)}{n(s)}\right) \\
+1[(a, d)=(0,1)]\left(\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right)\left(1-\frac{n_{A}(s)}{n(s)}\right) \\
+1[(a, d)=(1,0)]\left(1-\frac{n_{A D}(s)}{n_{A}(s)}\right) \frac{n_{A A}(s)}{n(s)} \\
+1[(a, d)=(1,1)] \frac{n_{A D}(s)}{n_{A}(s)} \frac{n_{A}(s)}{n(s)}
\end{array}\right\} \frac{n(s)}{n} \\
& \stackrel{(2)}{=} F_{G(d, a, s)+1}-F_{G(d, a, s)}+o_{p}(1), \tag{A-38}
\end{align*}
$$

where (1) follows from an induction argument similar to the one used to show (A-37) and (2) follows from Assumptions 2.1, 2.2(b), Lemma A.4, and the LLN, which implies that $\frac{n(s)}{n}=p(s)+o_{p}(1)$.
$\underline{\text { Step 2. Under Assumptions } 2.1 \text { and 2.3, we show that }\left(R_{n, 2}^{\prime}, R_{n, 3}^{\prime}, R_{n, 4}^{\prime}\right) \xrightarrow{d}\left(\zeta_{2}^{\prime}, \zeta_{3}^{\prime}, \zeta_{4}^{\prime}\right) \text {. } . . . . ~}$
By definition, $\zeta_{2}$ and $\zeta_{4}$ are continuously distributed, and $\zeta_{3}=\left\{\zeta_{3, s}: s \in \mathcal{S}\right\}$ is a vector of $|\mathcal{S}|$ independent coordinates, $\zeta_{3, s}$ is continuously distributed if $\tau(s)>0$ and $\zeta_{3, s}=0$ if $\tau(s)=0$. Then, $\left(h_{2}^{\prime}, h_{3}^{\prime}, h_{4}^{\prime}\right)^{\prime}$ is continuity point of the CDF of $\left(\zeta_{2}^{\prime}, \zeta_{3}^{\prime}, \zeta_{4}^{\prime}\right)^{\prime}$ if and only if $h_{3, s} \neq 0$ for all $s \in \mathcal{S}$ with $\tau(s)=0$. Therefore, $\left(h_{2}^{\prime}, h_{3}^{\prime}, h_{4}^{\prime}\right)^{\prime}$ is continuity point of the CDF of $\left(\zeta_{2}^{\prime}, \zeta_{3}^{\prime}, \zeta_{4}^{\prime}\right)^{\prime}$ if and only if $h_{3}$ is continuity point of $\zeta_{3}$. For any such $\left(h_{2}^{\prime}, h_{3}^{\prime}, h_{4}^{\prime}\right)^{\prime}$, consider the following argument.

$$
\left.\begin{array}{l}
\lim P\left(R_{n, 2} \leq h_{2}, R_{n, 3} \leq h_{3}, R_{n, 4} \leq h_{4}\right) \\
\stackrel{(1)}{=} \lim E\left[E\left[E\left[I\left\{R_{n, 2} \leq h_{2}\right\} I\left\{R_{n, 3} \leq h_{3}\right\} I\left\{R_{n, 4} \leq h_{4}\right\} \mid\left\{A_{i}\right\}_{i=1}^{n},\left\{S_{i}\right\}_{i=1}^{n}\right] \mid\left\{S_{i}\right\}_{i=1}^{n}\right]\right] \\
\stackrel{(2)}{=} \lim E\left[E\left[E\left[I\left\{R_{n, 2} \leq h_{2}\right\} \mid\left\{\left(A_{i}, S_{i}\right)\right\}_{i=1}^{n}\right] I\left\{R_{n, 3} \leq h_{3}\right\} \mid\left\{S_{i}\right\}_{i=1}^{n}\right] I\left\{R_{n, 4} \leq h_{4}\right\}\right]
\end{array}\right\} \begin{gathered}
E\left[E\left[\left(P\left(R_{n, 2} \leq h_{2} \mid\left\{\left(A_{i}, S_{i}\right)\right\}_{i=1}^{n}\right)-P\left(\zeta_{2} \leq h_{2}\right)\right) I\left\{R_{n, 3}^{c} \leq h_{3}\right\} \mid\left\{S_{i}\right\}_{i=1}^{n}\right] I\left\{R_{n, 4} \leq h_{4}\right\}\right] \\
+P\left(\zeta_{2} \leq h_{2}\right) E\left[\left(P\left(R_{n, 3} \leq h_{3} \mid\left\{S_{i}\right\}_{i=1}^{n}\right)-P\left(\zeta_{3} \leq h_{3}\right)\right) I\left\{R_{n, 4} \leq h_{4}\right\}\right]  \tag{A-39}\\
=\lim \left\{\begin{array}{c} 
\\
+P\left(\zeta_{2} \leq h_{2}\right) P\left(\zeta_{3} \leq h_{3}\right)\left(P\left(R_{n, 4} \leq h_{4}\right)-P\left(\zeta_{4} \leq h_{4}\right)\right)+P\left(\zeta_{2} \leq h_{2}\right) P\left(\zeta_{3} \leq h_{3}\right) P\left(\zeta_{4} \leq h_{4}\right)
\end{array}\right\},
\end{gathered}
$$

where (1) follows from the LIE, and (2) follows from the fact that $R_{n, 3}$ is nonstochastic conditional on $\left\{\left(A_{i}, S_{i}\right)\right\}_{i=1}^{n}$ and $R_{n, 4}$ is nonstochastic conditional on $\left\{S_{i}\right\}_{i=1}^{n}$. By (A-39),

$$
\begin{align*}
& \left|\lim P\left(R_{n, 2} \leq h_{2}, R_{n, 3} \leq h_{3}, R_{n, 4} \leq h_{4}\right)-P\left(\zeta_{2} \leq h_{2}\right) P\left(\zeta_{3} \leq h_{3}\right) P\left(\zeta_{4} \leq h_{4}\right)\right| \\
& \leq\left\{\begin{array}{c}
\lim E\left[E\left[\left|P\left(R_{n, 2} \leq h_{2} \mid\left\{\left(A_{i}, S_{i}\right)\right\}_{i=1}^{n}\right)-P\left(\zeta_{2} \leq h_{2}\right)\right| \mid\left\{S_{i}\right\}_{i=1}^{n}\right]\right] \\
+\lim E\left[\left|P\left(R_{n, 3} \leq h_{3} \mid\left\{S_{i}\right\}_{i=1}^{n}\right)-P\left(\zeta_{3} \leq h_{3}\right)\right|\right] \\
+\lim \left|P\left(R_{n, 4} \leq h_{4}\right)-P\left(\zeta_{4} \leq h_{4}\right)\right|
\end{array}\right\} \tag{A-40}
\end{align*}
$$

The proof of this step is completed by showing that the three terms on the right hand side of (A-40) are zero.
We begin with the first term. Fix $\varepsilon>0$ arbitrarily. It then suffices to find $N \in \mathbb{N}$ s.t. $\forall n \geq N, E\left[E\left[\mid P\left(R_{n, 2} \leq\right.\right.\right.$ $\left.\left.\left.h_{2} \mid\left\{\left(A_{i}, S_{i}\right)\right\}_{i=1}^{n}\right)-P\left(\zeta_{2} \leq h_{2}\right) \|\left\{S_{i}\right\}_{i=1}^{n}\right]\right] \leq \varepsilon$. By Assumption $2.2(\mathrm{~b})$, there exists a set of values of $\left\{\left(A_{i}, S_{i}\right)\right\}_{i=1}^{n}$ denoted by $M_{n}$ s.t. $P\left(\left\{\left(A_{i}, S_{i}\right)\right\}_{i=1}^{n} \in M_{n}\right) \rightarrow 1$ and for all $\left\{\left(a_{i}, s_{i}\right)\right\}_{i=1}^{n} \in M_{n}, P\left(R_{n, 2} \leq h_{2} \mid\left\{\left(A_{i}, S_{i}\right)\right\}_{i=1}^{n}=\right.$ $\left.\left\{\left(a_{i}, s_{i}\right)\right\}_{i=1}^{n}\right) \rightarrow P\left(\zeta_{2} \leq h_{2}\right)$, where we are using that $\zeta_{2}$ is continuously distributed. This implies that $\exists N \in \mathbb{N}$ s.t. $\forall n \geq N$ and $\forall\left\{\left(a_{i}, s_{i}\right)\right\}_{i=1}^{n} \in M_{n}$,

$$
\begin{align*}
& \left|P\left(R_{n, 2} \leq h_{2} \mid\left\{\left(A_{i}, S_{i}\right)\right\}_{i=1}^{n}=\left\{\left(a_{i}, s_{i}\right)\right\}_{i=1}^{n}\right)-P\left(\zeta_{2} \leq h_{2}\right)\right| \leq \varepsilon / 2  \tag{A-41}\\
& P\left(\left\{\left(A_{i}, S_{i}\right)\right\}_{i=1}^{n} \in M_{n}\right) \geq 1-\varepsilon / 2 \tag{A-42}
\end{align*}
$$

Then,

$$
\begin{aligned}
& E\left[E\left[\mid P\left(R_{n, 2} \leq h_{2} \mid\left\{\left(A_{i}, S_{i}\right)\right\}_{i=1}^{n}\right)-P\left(\zeta_{2} \leq h_{2}\right) \|\left\{S_{i}\right\}_{i=1}^{n}\right]\right] \\
& =\left\{\begin{array}{c}
\int_{\left\{\left(a_{i}, s_{i}\right)\right\}_{i=1}^{n} \in M_{n}} E\left[\mid P\left(R_{n, 2} \leq h_{2} \mid\left\{\left(a_{i}, s_{i}\right)\right\}_{i=1}^{n}\right)-P\left(\zeta_{2} \leq h_{2}\right) \|\left\{S_{i}\right\}_{i=1}^{n}=\left\{s_{i}\right\}_{i=1}^{n}\right] \times \\
d P\left(\left\{\left(A_{i}, S_{i}\right)\right\}_{i=1}^{n}=\left\{\left(a_{i}, s_{i}\right)\right\}_{i=1}^{n}\right) \\
+\int_{\left\{\left(a_{i}, s_{i}\right)\right\}_{i=1}^{n} \in M_{n}^{c}} E\left[E\left[\mid P\left(R_{n, 2} \leq h_{2} \mid\left\{\left(a_{i}, s_{i}\right)\right\}_{i=1}^{n}\right)-P\left(\zeta_{2} \leq h_{2}\right) \|\left\{S_{i}\right\}_{i=1}^{n}=\left\{s_{i}\right\}_{i=1}^{n}\right]\right] \times \\
d P\left(\left\{\left(A_{i}, S_{i}\right)\right\}_{i=1}^{n}=\left\{\left(a_{i}, s_{i}\right)\right\}_{i=1}^{n}\right)
\end{array}\right\} \\
& \stackrel{(1)}{\leq} P\left(\left\{\left(A_{i}, S_{i}\right)\right\}_{i=1}^{n} \in M_{n}\right) \varepsilon / 2+P\left(\left\{\left(A_{i}, S_{i}\right)\right\}_{i=1}^{n} \in M_{n}^{c}\right) \stackrel{(2)}{\leq} \varepsilon,
\end{aligned}
$$

where (1) holds by (A-41) and (2) holds by (A-42). This completes the proof for the first term on the right hand side of (A-40). The argument for the second term is similar, except that the argument that relies on Assumption 2.2(b) would instead rely on Lemma A.4. Finally, the argument for the third term holds by $\zeta_{4}$ is continuously distributed and $R_{n, 4} \xrightarrow{d} \zeta_{4}$, which holds by Assumption 2.1, $S\left(Z_{i}\right)=S_{i}$, and the CLT.

Step 3. We now combine steps 1 and 2 to complete the proof. Let ( $h_{1}^{\prime}, h_{2}^{\prime}, h_{3}^{\prime}, h_{4}^{\prime}$ ) be a continuity point of the CDF of $\left(\zeta_{1}^{\prime}, \zeta_{2}^{\prime}, \zeta_{3}^{\prime}, \zeta_{4}^{\prime}\right)$. By the same argument as in step 2, this implies that $h_{3, s} \neq 0$ for all $s \in \mathcal{S}$ with $\tau(s)=0$. Under these conditions, consider the following derivation.

$$
\begin{aligned}
\lim P\left(R_{n, 1} \leq h_{1}, R_{n, 2} \leq h_{2}, R_{n, 3} \leq h_{3}, R_{n, 4} \leq h_{4}\right) & \stackrel{(1)}{=} \lim P\left(R_{n, 1}^{C} \leq h_{1}, R_{n, 2} \leq h_{2}, R_{n, 3} \leq h_{3}, R_{n, 4} \leq h_{4}\right) \\
& \stackrel{(2)}{=} \lim P\left(R_{n, 1}^{D} \leq h_{1}, R_{n, 2} \leq h_{2}, R_{n, 3} \leq h_{3}, R_{n, 4} \leq h_{4}\right) \\
& \stackrel{(3)}{=} \lim P\left(R_{n, 1}^{D} \leq h_{1}\right) \lim P\left(R_{n, 2} \leq h_{2}, R_{n, 3} \leq h_{3}, R_{n, 4} \leq h_{4}\right) \\
& \stackrel{(4)}{=} P\left(\zeta_{1} \leq h_{1}\right) P\left(\zeta_{2} \leq h_{2}\right) P\left(\zeta_{3} \leq h_{3}\right) P\left(\zeta_{4} \leq h_{4}\right)
\end{aligned}
$$

as desired, where (1) holds by (A-19) in step 1, (2) holds by (A-22) in step 1, (3) holds by (A-20) in step 1, and (4) holds by (A-22) in step 1 and (A-40) in step 2.

Lemma A.6. Assume Assumptions 2.1 and 2.2. For any $(d, a, s) \in\{0,1\}^{2} \times \mathcal{S}$,

$$
\begin{equation*}
\frac{R_{n, 1}(d, a, s)}{\sqrt{n}}=\frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=d, A_{i}=a, S_{i}=s\right\}\left(\tilde{Y}_{i}(d)-\mu(d, a, s)\right)=o_{p}(1) \tag{A-43}
\end{equation*}
$$

and

$$
\begin{align*}
R_{n, 5}(d, a, s) \equiv & \frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=d, A_{i}=a, S_{i}=s\right\}\left(\tilde{Y}_{i}(d)-\mu(d, a, s)\right)^{2} \\
& =\left\{\begin{array}{c}
1[(a, d)=(0,0)]\left(1-\pi_{A}(s)\right)\left(1-\pi_{D(0)}(s)\right) \\
+1[(a, d)=(0,1)]\left(1-\pi_{A}(s)\right) \pi_{D(0)}(s) \\
+1[(a, d)=(1,0)] \pi_{A}(s)\left(1-\pi_{D(1)}(s)\right) \\
+1[(a, d)=(1,1)] \pi_{A}(s) \pi_{D(1)}(s)
\end{array}\right\} p(s) \sigma^{2}(d, a, s)+o_{p}(1) \tag{A-44}
\end{align*}
$$

where $R_{n}$ is as in (A-18).
Proof. Fix $(d, a, s) \in\{0,1\}^{2} \times \mathcal{S}$ arbitrarily throughout this proof. We begin by showing (A-43). Under our current assumptions, step 1 of the proof of Lemma A. 5 implies that

$$
\frac{R_{n, 1}(d, a, s)}{\sqrt{n}} \stackrel{d}{=} \frac{R_{n, 1}^{C}(d, a, s)}{\sqrt{n}}=\frac{R_{n, 1}^{D}(d, a, s)}{\sqrt{n}}+\frac{o_{p}(1)}{\sqrt{n}}=\frac{R_{n, 1}^{D}(d, a, s)}{\sqrt{n}}+o_{p}(1)
$$

where $R_{n, 1}^{C}$ and $R_{n, 1}^{D}$ are defined in (A-29) and (A-32), respectively. Therefore, (A-43) follows from the following
derivation.

$$
\begin{aligned}
\frac{R_{n, 1}^{D}(d, a, s)}{\sqrt{n}} & \stackrel{(1)}{=} \frac{1}{n} \sum_{i=\left\lfloor n F_{G(d, a, s)}\right\rfloor+1}^{\left\lfloor n F_{G(d, a, s)+1}\right\rfloor} \check{Y}_{i}(d, a, s) \\
& =\frac{\left\lfloor n F_{G(d, a, s)+1}\right\rfloor-\left\lfloor n F_{G(d, a, s)}\right\rfloor}{n} \frac{\sum_{i=\left\lfloor n F_{G(d, a, s)}\right\rfloor+1}^{\left\lfloor n F_{G(d a, s)+1}\right\rfloor} \check{Y}_{i}(d, a, s)}{\left\lfloor n F_{G(d, a, s)+1}\right\rfloor-\left\lfloor n F_{G(d, a, s)}\right\rfloor} \\
& \stackrel{(2)}{=}\left(F_{G(d, a, s)+1}-F_{G(d, a, s)}+o(1)\right) o_{p}(1)=o_{p}(1),
\end{aligned}
$$

as required, where (1) holds by (A-32) with $F_{g}$ as defined in (A-31) in step 1 of the proof of Lemma A.5, and $\left\{\check{Y}_{i}(d, a, s): i=1, \ldots, n\right\}$ given by an i.i.d. sequence with $\check{Y}_{i}(d, a, s) \stackrel{d}{=}\{\tilde{Y}(d)-\mu(d, a, s) \mid D(a)=d, S=s\}$, (2) holds by $1 \geq F_{G(d, a, s)+1}>F_{G(d, a, s)} \geq 0, E\left[\check{Y}_{i}(d, a, s)\right]=0$ (due to (A-2)), and the LLN.

We now show (A-44). By repeating arguments used in step 1 of the proof of Lemma A.5, we can show that

$$
R_{n, 5}(d, a, s) \stackrel{d}{=} R_{n, 5}^{D}(d, a, s)+o_{p}(1)
$$

where

$$
R_{n, 5}^{D}(d, a, s) \equiv \frac{1}{n} \sum_{i=\left\lfloor n F_{G(d, a, s)}\right\rfloor+1}^{\left\lfloor n F_{G(d, a, s)+1}\right\rfloor} U_{i}(d, a, s)
$$

and $\left\{U_{i}(d, a, s): i=1, \ldots, n\right\}$ is an i.i.d. sequence with $U_{i}(d, a, s) \stackrel{d}{=}\left\{(\tilde{Y}(d)-\mu(d, a, s))^{2} \mid D(a)=d, S=s\right\}$. To show (A-44), consider the following argument.

$$
\begin{aligned}
R_{n, 5}^{D}(d, a, s) & =\frac{\left\lfloor n F_{G(d, a, s)+1}\right\rfloor-\left\lfloor n F_{G(d, a, s)}\right\rfloor}{n} \frac{\sum_{i=\left\lfloor n F_{G(d, a, s)}\right\rfloor+1}^{\left\lfloor n F_{G(d, s)+1}\right\rfloor} U_{i}(d, a, s)}{\left\lfloor n F_{G(d, a, s)+1}\right\rfloor-\left\lfloor n F_{G(d, a, s)}\right\rfloor} \\
& \stackrel{(1)}{=}\left(F_{G(d, a, s)+1}-F_{G(d, a, s)}+o(1)\right)\left(\sigma^{2}(d, a, s)+o_{p}(1)\right) \\
& \stackrel{(2)}{=}\left\{\begin{array}{c}
1[(a, d)=(0,0)]\left(1-\pi_{A}(s)\right)\left(1-\pi_{D(0)}(s)\right) \\
+1[(a, d)=(0,1)]\left(1-\pi_{A}(s)\right) \pi_{D(0)}(s) \\
+1[(a, d)=(1,0)] \pi_{A}(s)\left(1-\pi_{D(1)}(s)\right) \\
+1[(a, d)=(1,1)] \pi_{A}(s) \pi_{D(1)}(s)
\end{array}\right\} p(s) \sigma^{2}(d, a, s)+o_{p}(1),
\end{aligned}
$$

where (1) holds by $1 \geq F_{G(d, a, s)+1}>F_{G(d, a, s)} \geq 0, E\left[U_{i}(d, a, s)\right]=\sigma^{2}(d, a, s)$ (due to (A-2)), and the LLN, and (2) follows from (A-37).

## A. 3 Proofs of results related to Section 3

Lemma A. 7 (SAT matrices). Assume Assumptions 2.1 and 2.2. Then,

$$
\begin{aligned}
\mathbf{Z}_{n}^{\text {sat }} \mathbf{X}_{n}^{\text {sat }} / n & =\left[\begin{array}{cc}
\operatorname{diag}\{n(s) / n: s \in \mathcal{S}\} & \operatorname{diag}\left\{n_{D}(s) / n: s \in \mathcal{S}\right\} \\
\operatorname{diag}\left\{n_{A}(s) / n: s \in \mathcal{S}\right\} & \operatorname{diag}\left\{n_{A D}(s) / n: s \in \mathcal{S}\right\}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\operatorname{diag}\{p(s): s \in \mathcal{S}\} & \operatorname{diag}\left\{\left[\pi_{D(1)}(s) \pi_{A}(s)+\pi_{D(0)}(s)\left(1-\pi_{A}(s)\right)\right] p(s): s \in \mathcal{S}\right\} \\
\operatorname{diag}\left\{\pi_{A}(s) p(s): s \in \mathcal{S}\right\} & \operatorname{diag}\left\{\pi_{D(1)}(s) \pi_{A}(s) p(s): s \in \mathcal{S}\right\}
\end{array}\right]+o_{p}(1),
\end{aligned}
$$

and thus

$$
\begin{aligned}
& \left(\mathbf{Z}_{n}^{\text {sat }{ }^{\prime}} \mathbf{X}_{n}^{\text {sat }} / n\right)^{-1} \\
& =\left[\begin{array}{lll}
\operatorname{diag}\left\{\frac{n_{A D}(s) n}{n(s) n_{A D}(s)-n_{A}(s) n_{D}(s)}\right. & s \in \mathcal{S}\} & \operatorname{diag}\left\{\frac{-n_{D}(s) n}{n(s) n_{A D}(s)-n_{A}(s) n_{D}(s)}: s \in \mathcal{S}\right\} \\
\operatorname{diag}\left\{\frac{n(s) n_{A}}{n(s) n_{A D}(s)-n_{A}(s) n_{D}(s)}: s \in \mathcal{S}\right\} & \operatorname{diag}\left\{\frac{\pi_{D(1)}(s)}{n(s) n_{A D}(s)-n_{A}(s) n_{D}(s)}: s \in \mathcal{S}\right\}
\end{array}\right] \\
& =\left[\begin{array}{lll}
\operatorname{diag}\left\{\frac{\pi_{D}}{p(s)\left(1-\pi_{A}(s)\right)\left[\pi_{D(1)}(s)-\pi_{D(0)}(s)\right]}: s \in \mathcal{S}\right\} & \operatorname{diag}\left\{\frac{-\left[\pi_{D(1)}(s) \pi_{A}(s)+\pi_{D(0)}(s)\left(1-\pi_{A}(s)\right)\right]}{p(s) \pi_{A}(s)\left(1-\pi_{A}(s)\right)\left[\pi_{D(1)}(s)-\pi_{D(0)}(s)\right]}: s \in \mathcal{S}\right\} \\
\operatorname{diag}\left\{\frac{1}{p(s)\left(1-\pi_{A}(s)\right)\left[\pi_{D(1)}(s)-\pi_{D(0)}(s)\right]}: s \in \mathcal{S}\right\} & \operatorname{diag}\left\{\frac{1}{p(s) \pi_{A}(s)\left(1-\pi_{A}(s)\right)\left[\pi_{D(1)}(s)-\pi_{D(0)}(s)\right]}: s \in \mathcal{S}\right\}
\end{array}\right]+o_{p}(1) .
\end{aligned}
$$

Also,

$$
\mathbf{Z}_{n}^{\text {sat }}{ }^{\prime} \mathbf{Y}_{n} / n=\left[\begin{array}{c}
\left\{\frac{1}{n} \sum_{i=1}^{n} I\left\{S_{i}=s\right\} Y_{i}: s \in \mathcal{S}\right\} \\
\left\{\frac{1}{n} \sum_{i=1}^{n} I\left\{A_{i}=1, S_{i}=s\right\} Y_{i}: s \in \mathcal{S}\right\}
\end{array}\right]
$$

Proof. This equalities follow from algebra and the convergences follow from the CMT.
Theorem A. 1 (SAT limits). Assume Assumptions 2.1 and 2.2. Then, for every $s \in \mathcal{S}$,

$$
\begin{align*}
\hat{\beta}_{\mathrm{sat}}(s) & \xrightarrow{p} \beta(s) \equiv E[Y(1)-Y(0) \mid C, S=s] \\
\hat{\gamma}_{\mathrm{sat}}(s) & \xrightarrow{p} \gamma(s) \equiv\left[\begin{array}{c}
\pi_{D(1)}(s) E[Y(0) \mid C, S=s]-\pi_{D(0)}(s) E[Y(1) \mid C, S=s]+ \\
\pi_{D(0)}(s) E[Y(1) \mid A T, S=s]+\left(1-\pi_{D(1)}(s)\right) E[Y(0) \mid N T, S=s]
\end{array}\right] \\
\hat{P}(S=s, C) & \xrightarrow{p} P(S=s, C) \equiv p(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) \\
\hat{P}(S=s \mid C) & \xrightarrow{p} P(S=s \mid C) \equiv \frac{p(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right)}{\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s})\left(\pi_{D(1)}(\tilde{s})-\pi_{D(0)}(\tilde{s})\right)}, \tag{A-45}
\end{align*}
$$

where $\left(\hat{\beta}_{\text {sat }}(s), \hat{\gamma}_{\text {sat }}(s)\right)$ is as in (3.1) and $(\hat{P}(S=s, C), \hat{P}(S=s \mid C))$ is as is in (3.3). Also,

$$
\begin{align*}
\hat{\beta}_{\text {sat }} & \xrightarrow{p} \beta \equiv E[Y(1)-Y(0) \mid C] \\
\hat{P}(C) & \xrightarrow{p} P(C) \equiv \sum_{s \in \mathcal{S}} p(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right), \tag{A-46}
\end{align*}
$$

where $\hat{\beta}_{\text {sat }}$ is as in (3.4) and $\hat{P}(C)$ is as in (3.3).
Proof. We focus on showing (A-45), as (A-46) follows from (A-45) and CMT. To show the first line of (A-45), consider the following derivation.

$$
\begin{align*}
\hat{\beta}_{\text {sat }}(s) & \stackrel{(1)}{=} \frac{n(s) n}{n(s) n_{A D}(s)-n_{A}(s) n_{D}(s)} \frac{1}{n} \sum_{i=1}^{n} I\left\{A_{i}=1, S_{i}=s\right\} Y_{i}-\frac{n_{A}(s) n}{n(s) n_{A D}(s)-n_{A}(s) n_{D}(s)} \frac{1}{n} \sum_{i=1}^{n} I\left\{S_{i}=s\right\} Y_{i} \\
& \stackrel{(2)}{=} \frac{\left[\begin{array}{c}
\left(n(s)-n_{A}(s)\right) \sum_{i=1}^{n} 1\left[D_{i}=1, A_{i}=1, S_{i}=s\right]\left[\tilde{Y}_{i}(1)+E[Y(1) \mid S=s]\right] \\
+\left(n(s)-n_{A}(s)\right) \sum_{i=1}^{n} 1\left[D_{i}=0, A_{i}=1, S_{i}=s\right]\left[\tilde{Y}_{i}(0)+E[Y(0) \mid S=s]\right] \\
-n_{A}(s) \sum_{i=1}^{n} 1\left[D_{i}=1, A_{i}=0, S_{i}=s\right]\left[\tilde{Y}_{i}(1)+E[Y(1) \mid S=s]\right] \\
-n_{A}(s) \sum_{i=1}^{n} 1\left[D_{i}=0, A_{i}=0, S_{i}=s\right]\left[\tilde{Y}_{i}(0)+E[Y(0) \mid S=s]\right]
\end{array}\right]}{n(s) n_{A D}(s)-n_{A}(s) n_{D}(s)} \\
& \stackrel{(3)}{=} \frac{\left[\begin{array}{c}
\left(n(s)-n_{A}(s)\right) \sum_{i=1}^{n} 1\left[D_{i}=1, A_{i}=1, S_{i}=s\right] \tilde{Y}_{i}(1) \\
+\left(n(s)-n_{A}(s)\right) \sum_{i=1}^{n} 1\left[D_{i}=0, A_{i}=1, S_{i}=s\right] \tilde{Y}_{i}(0) \\
-n_{A}(s) \sum_{i=1}^{n} 1\left[D_{i}=1, A_{i}=0, S_{i}=s\right] \tilde{Y}_{i}(1) \\
-n_{A}(s) \sum_{i=1}^{n} 1\left[D_{i}=0, A_{i}=0, S_{i}=s\right] \tilde{Y}_{i}(0)
\end{array}\right]}{n(s) n_{A D}(s)-n_{A}(s) n_{D}(s)}+E[Y(1)-Y(0) \mid S=s], \tag{A-47}
\end{align*}
$$

where (1) holds by (3.1) and Lemma A.7, (2) holds by the fact that, conditional on $\left(D_{i}, S_{i}\right)=(d, s), Y_{i}=Y_{i}(d)=$
$\tilde{Y}_{i}(d)+E[Y(d) \mid S=s]$ (by (A-1)), and (3) holds by (A-2) and the following algebraic derivation:

$$
E[Y(1)-Y(0) \mid S=s]=\frac{\left[\begin{array}{c}
\left(n(s)-n_{A}(s)\right) \sum_{i=1}^{n} 1\left[D_{i}=1, A_{i}=1, S_{i}=s\right] E[Y(1) \mid S=s] \\
+\left(n(s)-n_{A}(s)\right) \sum_{i=1}^{n} 1\left[D_{i}=0, A_{i}=1, S_{i}=s\right] E[Y(0) \mid S=s] \\
-n_{A}(s) \sum_{i=1}^{n} 1\left[D_{i}=1, A_{i}=0, S_{i}=s\right] E[Y(1) \mid S=s] \\
-n_{A}(s) \sum_{i=1}^{n} 1\left[D_{i}=0, A_{i}=0, S_{i}=s\right] E[Y(0) \mid S=s]
\end{array}\right]}{n(s) n_{A D}(s)-n_{A}(s) n_{D}(s)} .
$$

To complete the proof of the first line of (A-45), consider the following derivation.

$$
\begin{aligned}
& \hat{\beta}_{\text {sat }}(s)-\beta(s)
\end{aligned}
$$

$$
\begin{aligned}
& {\left[\frac{n_{A D}(s)}{n_{A}(s)}\left(E[Y(1) \mid A T, S=s] \frac{\pi_{D(0)}(s)}{\pi_{D(1)}(s)}+E[Y(1) \mid C, S=s] \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{\pi_{D(1)}(s)}-E[Y(1) \mid S=s]\right)\right.} \\
& +\left(1-\frac{n_{A D}(s)}{n_{A}(s)}\right)(E[Y(0) \mid N T, S=s]-E[Y(0) \mid S=s]) \\
& -\left(\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right)(E[Y(1) \mid A T, S=s]-E[Y(1) \mid S=s]) \\
& -\left(1-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right) \times \\
& \left(E[Y(0) \mid N T, S=s] \frac{1-\pi_{D(1)}(s)}{1-\pi_{D(0)}(s)}+E[Y(0) \mid C, S=s] \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{1-\pi_{D(0)}(s)}-E[Y(0) \mid S=s]\right) \\
& \stackrel{(2)}{=} \\
& \frac{+\left(\frac{n_{A D}(s)}{n_{A}(s)}-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right)(E[Y(1)-Y(0) \mid S=s]-\beta(s))}{\left(\frac{n_{A D}(s)}{n_{A}(s)}-\frac{n_{D}(s)-n_{A D}(s)}{n_{(s)}(s) n_{A}(s)}\right)}+o_{p}(1) \\
& \stackrel{(3)}{=} o_{p}(1),
\end{aligned}
$$

as desired, where (1) holds by (A-18), (A-47) and $\beta(s)=E[Y(1)-Y(0) \mid C, S=s]$, (2) holds by Lemma A.3, and (3) holds by Assumption 2.1 and Lemma A.4.

To show the second line of (A-45), consider the following argument.

$$
\begin{aligned}
& \hat{\gamma}_{\mathrm{sat}}(s) \stackrel{(1)}{=} \frac{n_{A D}(s) n}{n(s) n_{A D}(s)-n_{A}(s) n_{D}(s)} \frac{1}{n} \sum_{i=1}^{n} Y_{i} I\left\{S_{i}=s\right\}-\frac{n_{D}(s) n}{n(s) n_{A D}(s)-n_{A}(s) n_{D}(s)} \frac{1}{n} \sum_{i=1}^{n} Y_{i} A_{i} I\left\{S_{i}=s\right\} \\
& \left\{\begin{array}{c}
-\left[\left(\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right)\left(1-\frac{n_{A}(s)}{n(s)}\right) \frac{n}{n(s)}\right]\left[\frac{1}{\sqrt{n}}\left(R_{n, 1}(1,1, s)+R_{n, 1}(0,1, s)\right)\right] \\
+\left[\frac{n_{A D}(s)}{n_{A}(s)} \frac{n_{A}(s)}{n(s)} \frac{n}{n(s)}\right]\left[\frac{1}{\sqrt{n}}\left(R_{n, 1}(1,0, s)+R_{n, 1}(0,0, s)\right)\right] \\
-\left[\frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A}(s)}{n(s)}\right) \frac{n_{A D}(s)}{n_{A}(s)} \frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right][\mu(1,1, s)+E[Y(1) \mid S=s]] \\
-\left[\frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A}(s)}{n^{\prime}(s)}\right)\left(1-\frac{n_{A D}(s)}{n_{A}(s)}\right) \frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right][\mu(0,1, s)+E[Y(0) \mid S=s]] \\
+\left[\frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A}(s)}{n(s)}\right) \frac{n_{A D}(s)}{n_{A}(s)} \frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right][\mu(1,0, s)+E[Y(1) \mid S=s]] \\
+\left[\frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A}(s)}{n(s)}\right) \frac{n_{A D}(s)}{n_{A}(s)}\left(1-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right)\right][\mu(0,0, s)+E[Y(0) \mid S=s]]
\end{array}\right\} \\
& \stackrel{(3)}{=} \frac{\left[\begin{array}{c}
-\left[\pi_{D(0)}(s) \pi_{D(1)}(s)\right][\mu(1,1, s)+E[Y(1) \mid S=s]] \\
-\left[\pi_{D(0)}(s)\left(1-\pi_{D(1)}(s)\right)\right][\mu(0,1, s)+E[Y(0) \mid S=s]] \\
+\left[\pi_{D(1)}(s) \pi_{D(0)}(s)\right][\mu(1,0, s)+E[Y(1) \mid S=s]] \\
+\left[\pi_{D(1)}(s)\left(1-\pi_{D(0)}(s)\right)\right][\mu(0,0, s)+E[Y(0) \mid S=s]]
\end{array}\right]}{\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right)}+o_{p}(1) \\
& \stackrel{(4)}{=}\left[\begin{array}{c}
\pi_{D(0)}(s) E[Y(1) \mid A T, S=s]+\left(1-\pi_{D(1)}(s)\right) E[Y(0) \mid N T, S=s] \\
-\pi_{D(0)}(s) E[Y(1) \mid C, S=s]+\pi_{D(1)}(s) E[Y(0) \mid C, S=s]
\end{array}\right]+o_{p}(1),
\end{aligned}
$$

where (1) follows from (3.1) and Lemma A.7, (2) follows from the fact that, conditional on $\left(D_{i}, S_{i}\right)=(d, s), Y_{i}=$
$Y_{i}(d)=\tilde{Y}_{i}(d)+E[Y(d) \mid S=s]$ (by (A-1)), (3) follows from Assumptions 2.1 and 2.2, the LLN, and Lemmas A. 4 and A.6, and (4) follows from Lemma A.3.

To conclude the proof, note that the third line of (A-45) holds by Lemma A.5. In turn, this and the CMT implies the fourth line of (A-45).

Theorem A. 2 (SAT representation). Assume Assumptions 2.1 and 2.2. Then, for any $s \in \mathcal{S}$,

$$
\sqrt{n}\left(\hat{\beta}_{\mathrm{sat}}(s)-\beta(s)\right)=\xi_{n, 1}(s)+\xi_{n, 2}(s)+\xi_{n, 3}(s)+o_{p}(1),
$$

where $\hat{\beta}_{\text {sat }}(s)$ is as in (3.1), $\beta(s)$ is as in (3.2), and also

$$
\begin{align*}
& \xi_{n, 1}(s) \equiv \frac{\left(1-\pi_{A}(s)\right)\left(R_{n, 1}(1,1, s)+R_{n, 1}(0,1, s)\right)-\pi_{A}(s)\left(R_{n, 1}(1,0, s)+R_{n, 1}(0,0, s)\right)}{p(s) \pi_{A}(s)\left(1-\pi_{A}(s)\right)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right)} \\
& \xi_{n, 2}(s) \equiv \frac{R_{n, 2}(1, s)}{\pi_{D(1)}(s)-\pi_{D(0)}(s)}\left[\begin{array}{c}
(E[Y(0) \mid C, S=s]-E[Y(0) \mid N T, S=s]) \\
-\frac{\pi_{D(0)}(s)}{\pi_{D(1)}(s)}(E[Y(1) \mid C, S=s]-E[Y(1) \mid A T, S=s])
\end{array}\right] \\
& \xi_{n, 3}(s) \equiv \frac{R_{n, 2}(2, s)}{\pi_{D(1)}(s)-\pi_{D(0)}(s)}\left[\begin{array}{c}
(E[Y(1) \mid C, S=s]-E[Y(1) \mid A T, S=s]) \\
-\frac{1-\pi_{D(1)}(s)}{1-\pi_{D(0)}(s)}(E[Y(0) \mid C, S=s]-E[Y(0) \mid N T, S=s])
\end{array}\right], \tag{A-48}
\end{align*}
$$

with $R_{n, 1}$ and $R_{n, 2}$ as in (A-18).
Proof. Consider the following derivation.

$$
\sqrt{n}\left(\hat{\beta}_{\mathrm{sat}}(s)-\beta(s)\right) \stackrel{(1)}{=}\left\{\begin{array}{c}
\frac{n\left(n(s)-n_{A}(s)\right)}{n(s) n_{A D}(s)-n_{A}(s) n_{D}(s)}\left(R_{n, 1}(1,1, s)+R_{n, 1}(0,1, s)\right) \\
-\frac{n_{A}(s) n}{n(s) n_{A D}(s)-n_{A}(s) n_{D}(s)}\left(R_{n, 1}(1,0, s)+R_{n, 1}(0,0, s)\right) \\
+\frac{R_{n, 2}(1, s)}{\frac{n_{A D}(s)}{n_{A}(s)}-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}}\left[\begin{array}{c}
(E[Y(0) \mid C, S=s]-E[Y(0) \mid N T, S=s]) \\
-\frac{\pi_{D(0)}(s)}{\pi_{D(1)}(s)}(E[Y(1) \mid C, S=s]-E[Y(1) \mid A T, S=s])
\end{array}\right] \\
+\frac{R_{n, 2}(2, s)}{\frac{n_{A D}(s)}{n_{A}(s)}-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}}\left[\begin{array}{c}
(E[Y(1) \mid C, S=s]-E[Y(1) \mid A T, S=s]) \\
-\frac{1-\pi_{D(1)}(s)}{1-\pi_{D(0)}(s)}(E[Y(0) \mid C, S=s]-E[Y(0) \mid N T, S=s])
\end{array}\right]
\end{array}\right\}
$$

where (1) holds by (A-18), (A-47), and $\beta(s)=E[Y(1)-Y(0) \mid C, S=s]$, and (2) holds by the auxiliary derivations in (A-49) and (A-50) that appear below.

The first auxiliary derivation is

$$
\begin{align*}
& \frac{n}{n(s) n_{A D}(s)-n_{A}(s) n_{D}(s)}\left[\begin{array}{c}
\left(n(s)-n_{A}(s)\right) \frac{1}{\sqrt{n}} \sum_{i=1}^{n} 1\left[D_{i}=1, A_{i}=1, S_{i}=s\right]\left(\tilde{Y}_{i}(1)-\mu(1,1, s)\right) \\
+\left(n(s)-n_{A}(s)\right) \frac{1}{\sqrt{n}} \sum_{i=1}^{n} 1\left[D_{i}=0, A_{i}=1, S_{i}=s\right]\left(\tilde{Y}_{i}(0)-\mu(0,1, s)\right) \\
-n_{A}(s) \frac{1}{\sqrt{n}} \sum_{i=1}^{n} 1\left[D_{i}=1, A_{i}=0, S_{i}=s\right]\left(\tilde{Y}_{i}(1)-\mu(1,0, s)\right) \\
-n_{A}(s) \frac{1}{\sqrt{n}} \sum_{i=1}^{n} 1\left[D_{i}=0, A_{i}=0, S_{i}=s\right]\left(\tilde{Y}_{i}(0)-\mu(0,0, s)\right)
\end{array}\right] \\
& \stackrel{(1)}{=}\left[\begin{array}{c}
\frac{n(s)}{n}\left(1-\frac{n_{A}(s)}{n(s)}\right) \\
\left(\frac{n(s)}{n}\right)^{2} \frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A}(s)}{n(s)\left(\frac{n_{A D}(s)}{n_{A}(s)}-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right)}\left(R_{n, 1}(1,1, s)+R_{n, 1}(0,1, s)\right)\right. \\
-\frac{\frac{n(s)}{n} \frac{n_{A}(s)}{n(s)}}{\left(\frac{n(s)}{n}\right)^{2} \frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A}(s)}{n(s)}\right)\left(\frac{n_{A D}(s)}{n_{A}(s)}-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right)}\left(R_{n, 1}(1,0, s)+R_{n, 1}(0,0, s)\right)
\end{array}\right] \\
& \stackrel{(2)}{=} \xi_{n, 1}(s)+o_{p}(1), \tag{A-49}
\end{align*}
$$

where (1) holds by (A-18), and (2) holds by Lemma A.5, as this implies that $R_{n, 1}=O_{p}(1)$ and also that $\frac{n(s)}{n} \xrightarrow{p} p(s)$, $\frac{n_{A}(s)}{n(s)} \xrightarrow{p} \pi_{A}(s), \frac{n_{A D}(s)}{n_{A}(s)} \xrightarrow{p} \pi_{D(1)}(s)$, and $\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)} \xrightarrow{p} \pi_{D(0)}(s)$ for all $s \in \mathcal{S}$.

The second auxiliary derivation is

$$
\begin{align*}
& \sqrt{n}\left[\begin{array}{c}
\left(n(s)-n_{A}(s)\right) n_{A D}(s) \mu(1,1, s) \\
\frac{1}{n(s) n_{A D}(s)-n_{A}(s) n_{D}(s)}\left[\begin{array}{c}
{\left[n(s)-n_{A}(s)\right)\left(n_{A}(s)-n_{A D}(s)\right) \mu(0,1, s)} \\
-n_{A}(s)\left(n_{D}(s)-n_{A D}(s)\right) \mu(1,0, s) \\
-n_{A}(s)\left(n(s)-n_{A}(s)-n_{D}(s)+n_{A D}(s)\right) \mu(0,0, s)
\end{array}\right] \\
+(E[Y(1)-Y(0) \mid S=s]-E[Y(1)-Y(0) \mid C, S=s])
\end{array}\right] \\
& \stackrel{(1)}{=} \sqrt{n}\left[\begin{array}{c}
\left(\frac{\left(n(s)-n_{A}(s)\right) n_{A D}(s)}{n(s) n_{A D}(s)-n_{A}(s) n_{D}(s)} \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{\pi_{D(1)}(s)}-1\right) E[Y(1) \mid C, S=s]+ \\
\left(1-\frac{n_{A}(s)\left(n(s)-n_{A}(s)-n_{D}(s)+n_{A D}(s)\right)}{n(s) n_{A D}(s)-n_{A}(s) n_{D}(s)} \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{1-\pi_{D(0)}(s)}\right) E[Y(0) \mid C, S=s]+ \\
\left(\frac{\left(n(s)-n_{A}(s)\right) n_{A D}(s)}{n(s) n_{A D}(s)-n_{A}(s) n_{D}(s)} \frac{\pi_{D(0)}(s)}{\pi_{D(1)}(s)}-\frac{n_{A}(s)\left(n_{D}(s)-n_{A D}(s)\right)}{n(s) n_{A D}(s)-n_{A}(s) n_{D}(s)}\right) E[Y(1) \mid A T, S=s]+ \\
\left(\frac{\left(n(s)-n_{A}(s)\right)\left(n_{A}(s)-n_{A D}(s)\right)}{n(s) n_{A D}(s)-n_{A}(s) n_{D}(s)}-\frac{n_{A}(s)\left(n(s)-n_{A}(s)-n_{D}(s)+n_{A D}(s)\right)}{n(s) n_{A D}(s)-n_{A}(s) n_{D}(s)} \frac{1-\pi_{D(1)}(s)}{1-\pi_{D(0)}(s)}\right) E[Y(0) \mid N T, S=s]
\end{array}\right] \\
& \stackrel{(2)}{=}\left[\begin{array}{l}
\frac{(n(s))^{2} \frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A}(s)}{n(s)}\right)\left(R_{n, 2}(2, s)-R_{n, 2}(1, s) \frac{\pi_{D(0)}(s)}{\pi_{D(1)}(s)}\right)}{(n(s))^{2} \frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A}(s)}{n(s)}\right)\left(\frac{n_{A D}(s)}{n_{A}(s)}-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right)}(E[Y(1) \mid C, S=s]-E[Y(1) \mid A T, S=s])+ \\
\frac{(n(s))^{2} \frac{n_{A}(s)}{n_{1}(s)}\left(1-\frac{n_{A}(s)}{n(s)}\right)\left(R_{n, 2}(1, s)-R_{n, 2}(2, s) \frac{1-\pi_{D(1)}(s)}{1-\pi_{D} D(0)(s)}\right)}{(n(s))^{2} \frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A}(s)}{n(s)}\right)\left(\frac{n_{A D}(s)}{n_{A}(s)}-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right)}(E[Y(0) \mid C, S=s]-E[Y(0) \mid N T, S=s])
\end{array}\right] \\
& \stackrel{(3)}{=} \xi_{n, 2}(s)+\xi_{n, 3}(s)+o_{p}(1), \tag{A-50}
\end{align*}
$$

where (1) holds by Lemma A.3, (2) holds by (A-18), and (3) by Lemma A.5, as this implies that $R_{n, 2}=O_{p}(1)$ and also that $\frac{n(s)}{n} \xrightarrow{p} p(s), \frac{n_{A}(s)}{n(s)} \xrightarrow{p} \pi_{A}(s)$ for all $s \in \mathcal{S}$.

Theorem A. 3 (SAT strata specific asy. dist.). Under Assumptions 2.1 and 2.2, and for any $s \in \mathcal{S}$,

$$
\left\{\sqrt{n}\left(\hat{\beta}_{\text {sat }}(s)-\beta(s)\right): s \in \mathcal{S}\right\}^{\prime} \xrightarrow{d} N\left(\mathbf{0}, \operatorname{diag}\left(\left\{V_{Y, 1}^{\text {sat }}(s)+V_{Y, 0}^{\text {sat }}(s)+V_{D, 1}^{\text {sat }}(s)+V_{D, 0}^{\text {sat }}(s): s \in \mathcal{S}\right\}\right)\right),
$$

where $\hat{\beta}_{\text {sat }}(s)$ is as (3.1), $\beta(s)$ is as in (3.2), and

$$
\begin{aligned}
& V_{Y, 1}^{\text {sat }}(s) \equiv \frac{\left[\begin{array}{c}
V[Y(1) \mid S=s, A T] \pi_{D(0)}(s)+V[Y(0) \mid S=s, N T]\left(1-\pi_{D(1)}(s)\right) \\
+V[Y(1) \mid S=s, C]\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right)+ \\
(E[Y(1) \mid S=s, C]-E[Y(1) \mid S=s, A T])^{2} \pi_{D(0)}(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) /\left(\pi_{D(1)}(s)\right)^{2}
\end{array}\right]}{p(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right)^{2} \pi_{A}(s)} \\
& V_{Y, 0}^{\text {sat }}(s) \equiv \frac{\left[\begin{array}{c}
V[Y(1) \mid S=s, A T] \pi_{D(0)}(s)+V[Y(0) \mid S=s, N T]\left(1-\pi_{D(1)}(s)\right) \\
+V[Y(0) \mid S=s, C]\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right)+ \\
(E[Y(0) \mid S=s, C]-E[Y(0) \mid S=s, N T])^{2}\left(1-\pi_{D(1)}(s)\right)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) /\left(1-\pi_{D(0)}(s)\right)^{2}
\end{array}\right]}{p(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right)^{2}\left(1-\pi_{A}(s)\right)} \\
& V_{D, 1}^{\text {sat }}(s) \equiv \frac{\left(1-\pi_{D(1)}(s)\right)\left[\begin{array}{c}
\pi_{D(0)}(s)(E[Y(1) \mid C, S=s]-E[Y(1) \mid A T, S=s]) \\
-\pi_{D(1)}(s)(E[Y(0) \mid C, S=s]-E[Y(0) \mid N T, S=s])
\end{array}\right]^{2}}{p(s) \pi_{A}(s) \pi_{D(1)}(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right)^{2}} \\
& V_{D, 0}^{\text {sat }}(s) \equiv \frac{\pi_{D(0)}(s)\left[\begin{array}{c}
\left(1-\pi_{D(0)}(s)\right)(E[Y(1) \mid C, S=s]-E[Y(1) \mid A T, S=s]) \\
-\left(1-\pi_{D(1)}(s)\right)(E[Y(0) \mid C, S=s]-E[Y(0) \mid N T, S=s])
\end{array}\right]^{2}}{p(s)\left(1-\pi_{A}(s)\right)\left(1-\pi_{D(0)}(s)\right)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right)^{2}} .
\end{aligned}
$$

Proof. This result follows from Lemma A. 5 and Theorem A.2.
Proof of Theorem 3.1. Before proving the result, we generate several auxiliary derivations for any arbitrary $s \in \mathcal{S}$.

The first auxiliary derivation is as follows.

$$
\begin{align*}
& \sqrt{n}[\hat{P}(S=s \mid C)-P(S=s \mid C)] \stackrel{(1)}{=} \sqrt{n}\left[\frac{\frac{n(s)}{n}\left(\frac{n_{A D}(s)}{n_{A}(s)}-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right)}{\sum_{\tilde{s} \in \mathcal{S}} \frac{n(\tilde{s})}{n}\left(\frac{n_{A D}(\tilde{s})}{n_{A}(\tilde{s})}-\frac{n_{D}(\tilde{s})-n_{A D}(\tilde{s})}{n(\tilde{s})-n_{A}(\tilde{s})}\right)}-\frac{P(S=s, C)}{P(C)}\right] \\
& \stackrel{(2)}{=} \frac{1}{\hat{P}(C)}\left[\begin{array}{c}
\frac{n(s)}{n}\left(R_{n, 2}(1, s)-R_{n, 2}(2, s)\right)+\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) R_{n, 4}(s) \\
-P(S=s \mid C) \sum_{\tilde{s} \in \mathcal{S}} \frac{n(\tilde{s})}{n}\left(R_{n, 2}(1, \tilde{s})-R_{n, 2}(2, \tilde{s})\right) \\
-P(S=s \mid C) \sum_{\tilde{s} \in \mathcal{S}}\left(\pi_{D(1)}(\tilde{s})-\pi_{D(0)}(\tilde{s})\right) R_{n, 4}(\tilde{s})
\end{array}\right] \\
& \stackrel{(3)}{=} \frac{1}{P(C)}\left[\begin{array}{c}
p(s)\left(R_{n, 2}(1, s)-R_{n, 2}(2, s)\right)+\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) R_{n, 4}(s) \\
-P(S=s \mid C) \sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s})\left(R_{n, 2}(1, \tilde{s})-R_{n, 2}(2, \tilde{s})\right) \\
-P(S=s \mid C) \sum_{\tilde{s} \in \mathcal{S}}\left(\pi_{D(1)}(\tilde{s})-\pi_{D(0)}(\tilde{s})\right) R_{n, 4}(\tilde{s})
\end{array}\right]+o_{p}(1), \tag{A-51}
\end{align*}
$$

where (1) holds by (A-46), (2) holds by Lemma A.5, (3) follows from (A-46) and Lemma A.5, as it implies that $R_{n, 2}=O_{p}(1), R_{n, 4}=O_{p}(1)$, and Assumption 2.1, as it implies that $\frac{n(s)}{n} \xrightarrow{p} p(s)$ for all $s \in \mathcal{S}$.

The second auxiliary derivation is as follows.

$$
\begin{align*}
& \sum_{s \in \mathcal{S}} \hat{P}(S=s \mid C) \sqrt{n}\left(\hat{\beta}_{\mathrm{sat}}(s)-\beta(s)\right) \\
& \stackrel{(1)}{=} \frac{1}{P(C)} \sum_{s \in \mathcal{S}} p(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) \sqrt{n}\left(\hat{\beta}_{\mathrm{sat}}(s)-\beta(s)\right)+o_{p}(1) \\
& \stackrel{(2)}{=} \frac{1}{P(C)}\left[\begin{array}{c}
\sum_{s \in \mathcal{S}} \frac{1}{\pi_{A}(s)}\left(R_{n, 1}(1,1, s)+R_{n, 1}(0,1, s)\right)-\sum_{s \in \mathcal{S}} \frac{1}{\left(1-\pi_{A(s))}\right.}\left(R_{n, 1}(1,0, s)+R_{n, 1}(0,0, s)\right) \\
+\sum_{s \in \mathcal{S}} p(s)(E[Y(1) \mid C, S=s]-E[Y(1) \mid A T, S=s])\left(R_{n, 2}(2, s)-R_{n, 2}(1, s) \frac{\pi_{D(0)}(s)}{\pi_{D(1)}(s)}\right) \\
+\sum_{s \in \mathcal{S}} p(s)(E[Y(0) \mid C, S=s]-E[Y(0) \mid N T, S=s])\left(R_{n, 2}(1, s)-R_{n, 2}(2, s) \frac{1-\pi_{D(1)}(s)}{1-\pi_{D(0)}(s)}\right)
\end{array}\right]+o_{p}(1), \tag{A-52}
\end{align*}
$$

where (1) holds by (A-45) and Theorem A.3, as this implies $\sqrt{n}\left(\hat{\beta}_{\text {sat }}(s)-\beta(s)\right)=O_{p}(1)$ for all $s \in \mathcal{S}$, and (2) follows from Theorem A.2.

We are now ready to complete the proof of the desired result. To this end, consider the following derivation.

$$
\begin{aligned}
& \sqrt{n}\left(\hat{\beta}_{\text {sat }}-\beta\right)=\sum_{s \in \mathcal{S}} \hat{P}(S=s \mid C) \sqrt{n}\left(\hat{\beta}_{\text {sat }}(s)-\beta(s)\right)+\sum_{s \in \mathcal{S}} \beta(s) \sqrt{n}(\hat{P}(S=s \mid C)-P(S=s \mid C)) \\
& \stackrel{(1)}{=} \frac{1}{P(C)}\left[\begin{array}{c}
\sum_{s \in \mathcal{S}} \frac{1}{\pi_{A}(s)}\left(R_{n, 1}(1,1, s)+R_{n, 1}(0,1, s)\right)-\sum_{s \in \mathcal{S}} \frac{1}{\left(1-\pi_{A}(s)\right)}\left(R_{n, 1}(1,0, s)+R_{n, 1}(0,0, s)\right) \\
+\sum_{s \in \mathcal{S}} p(s)(E[Y(1) \mid C, S=s]-E[Y(1) \mid A T, S=s])\left(R_{n, 2}(2, s)-R_{n, 2}(1, s) \frac{\pi_{D(0)}(s)}{\pi_{D(1)}(s)}\right) \\
+\sum_{s \in \mathcal{S}} p(s)(E[Y(0) \mid C, S=s]-E[Y(0) \mid N T, S=s])\left(R_{n, 2}(1, s)-R_{n, 2}(2, s) \frac{1-\pi_{D(1)}(s)}{1-\pi_{D(0)}(s)}\right) \\
+\sum_{s \in \mathcal{S}} \beta(s) p(s)\left(R_{n, 2}(1, s)-R_{n, 2}(2, s)\right)+\sum_{s \in \mathcal{S}} \beta(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) R_{n, 4}(s) \\
-\sum_{s \in \mathcal{S}} \beta(s) P(S=s \mid C)\left[\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s})\left(R_{n, 2}(1, \tilde{s})-R_{n, 2}(2, \tilde{s})\right)\right] \\
-\sum_{s \in \mathcal{S}} \beta(s) P(S=s \mid C)\left[\sum_{\tilde{s} \in \mathcal{S}}\left(\pi_{D(1)}(\tilde{s})-\pi_{D(0)}(\tilde{s})\right) R_{n, 4}(\tilde{s})\right]
\end{array}\right]+o_{p}(1)
\end{aligned}
$$

where (1) holds by (A-51) and (A-52), and equality (2) holds by $\beta=\sum_{s \in \mathcal{S}} \beta(s) P(S=s \mid C)$. The desired result
follows from combining (A-53), Lemmas A. 3 and A. 5.
Lemma A. 8 (SAT residuals). Assume Assumptions 2.1 and 2.2. Let $\left\{u_{i}\right\}_{i=1}^{n}$ denote the population version of the SAT regression residuals, defined by

$$
\begin{equation*}
u_{i} \equiv Y_{i}-\sum_{s \in \mathcal{S}} I\left\{S_{i}=s\right\} \gamma(s)-\sum_{s \in \mathcal{S}} D_{i} I\left\{S_{i}=s\right\} \beta(s), \tag{A-54}
\end{equation*}
$$

where $\{(\beta(s), \gamma(s)): s \in \mathcal{S}\}$ is as in (3.2). Then, the SAT residuals $\left\{\hat{u}_{i}\right\}_{i=1}^{n}$ defined in (3.7) are such that, for any $(d, a, s) \in\{0,1\}^{2} \times S$,

$$
\begin{align*}
& \frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=d, A_{i}=a, S_{i}=s\right\} \hat{u}_{i}=\frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=d, A_{i}=a, S_{i}=s\right\} u_{i}+o_{p}(1)=o_{p}(1)+ \\
& p(s)\left\{\begin{array}{c}
\quad-I\{(d, a)=(1,1)\} \pi_{A}(s)\left(1-\pi_{D(1)}(s)\right)\binom{\pi_{D(0)}(s)(E[Y(1) \mid C, S=s]-E[Y(1) \mid A T, S=s])}{-\pi_{D(1)}(s)(E[Y(0) \mid C, S=s]-E[Y(0) \mid N T, S=s])} \\
\quad+I\{(d, a)=(0,1)\} \pi_{A}(s)\left(1-\pi_{D(1)}(s)\right)\binom{\pi_{D(0)}(s)(E[Y(1) \mid C, S=s]-E[Y(1) \mid A T, S=s])}{-\pi_{D(1)}(s)(E[Y(0) \mid C, S=s]-E[Y(0) \mid N T, S=s])} \\
-I\{(d, a)=(1,0)\}\left(1-\pi_{A}(s)\right) \pi_{D(0)}(s)\binom{\left(1-\pi_{D(0)}(s)\right)(E[Y(1) \mid C, S=s]-E[Y(1) \mid A T, S=s])}{-\left(1-\pi_{D(1)}(s)\right)(E[Y(0) \mid C, S=s]-E[Y(0) \mid N T, S=s])} \\
+I\{(d, a)=(0,0)\}\left(1-\pi_{A}(s)\right) \pi_{D(0)}(s)\binom{\left(1-\pi_{D(0)}(s)\right)(E[Y(1) \mid C, S=s]-E[Y(1) \mid A T, S=s])}{-\left(1-\pi_{D(1)}(s)\right)(E[Y(0) \mid C, S=s]-E[Y(0) \mid N T, S=s])}
\end{array}\right\} \tag{A-55}
\end{align*}
$$

and

$$
\begin{aligned}
& \frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=d, A_{i}=a, S_{i}=s\right\} \hat{u}_{i}^{2}=\frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=d, A_{i}=a, S_{i}=s\right\} u_{i}^{2}+o_{p}(1)=o_{p}(1)+ \\
& \left\{\begin{array}{l}
I\{(d, a)=(1,1)\} \pi_{A}(s) \pi_{D(1)}(s) \times \\
{\left[\sigma^{2}(1,1, s)+\binom{\pi_{D(0)}(s)(E[Y(1) \mid C, S=s]-E[Y(1) \mid A T, S=s])}{-\pi_{D(1)}(s)(E[Y(0) \mid C, S=s]-E[Y(0) \mid N T, S=s])}^{2}\left(\frac{1-\pi_{D(1)}(s)}{\pi_{D(1)}(s)}\right)^{2}\right.}
\end{array}\right] .
\end{aligned}
$$

Proof. We only show (A-55), as the proof of (A-56) follows from analogous arguments. Fix $(d, a, s) \in\{0,1\}^{2} \times S$ arbitrarily. To show the first equality in (A-55), consider the following argument.

$$
\begin{aligned}
\frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=d, A_{i}=a, S_{i}=s\right\} \hat{u}_{i} & =\frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=d, A_{i}=a, S_{i}=s\right\}\left[u_{i}+\gamma(s)-\hat{\gamma}_{\mathrm{sat}}(s)+I\{d=1\}\left(\beta(s)-\hat{\beta}_{\mathrm{sat}}(s)\right)\right] \\
& \stackrel{(1)}{=} \frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=d, A_{i}=a, S_{i}=s\right\} u_{i}+o_{p}(1)
\end{aligned}
$$

where (1) holds by Theorem A. 1 and $\left(\frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=d, A_{i}=a, S_{i}=s\right\} u_{i}\right)^{2} \leq \frac{1}{n} \sum_{i=1}^{n} u_{i}^{2}=O_{p}(1)$. To show the
second equality in (A-55), consider the following argument.

$$
\begin{aligned}
& \frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=d, A_{i}=a, S_{i}=s\right\} u_{i}=\frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=d, A_{i}=a, S_{i}=s\right\}\left(Y_{i}-\gamma(s)-d \beta(s)\right) \\
& \stackrel{(1)}{=} \frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=d, A_{i}=a, S_{i}=s\right\}\left(\begin{array}{c}
\left(\tilde{Y}_{i}(d)-\mu(d, a, s)\right)+(\mu(d, a, s)+E[Y(d) \mid S=s])+ \\
\left(\pi_{D(0)}(s)-d\right) E[Y(1) \mid C, S=s]+\left(d-\pi_{D(1)}(s)\right) E[Y(0) \mid C, S=s] \\
-\pi_{D(0)}(s) E[Y(1) \mid A T, S=s]-\left(1-\pi_{D(1)}(s)\right) E[Y(0) \mid N T, S=s]
\end{array}\right) \\
& \stackrel{(2)}{=} p(s)\left\{\begin{array}{c}
{[I\{(d, a)=(0,1)\}-I\{(d, a)=(1,1)\}] \pi_{A}(s)\left(1-\pi_{D(1)}(s)\right) \times} \\
\binom{\pi_{D(0)}(s)(E[Y(1) \mid C, S=s]-E[Y(1) \mid A T, S=s])}{-\pi_{D(1)}(s)(E[Y(0) \mid C, S=s]-E[Y(0) \mid N T, S=s])} \\
+[I\{(d, a)=(0,0)\}-I\{(d, a)=(1,0)\}]\left(1-\pi_{A}(s)\right) \pi_{D(0)}(s) \times \\
\binom{\left(1-\pi_{D(0)}(s)\right)(E[Y(1) \mid C, S=s]-E[Y(1) \mid A T, S=s])}{-\left(1-\pi_{D(1)}(s)\right)(E[Y(0) \mid C, S=s]-E[Y(0) \mid N T, S=s])}
\end{array}\right\}+o_{p}(1),
\end{aligned}
$$

where (1) holds by Theorem A.1, $\beta(s)=E[Y(1)-Y(0) \mid C, S=s]$, and the fact that, conditional on $\left(D_{i}, S_{i}\right)=(d, s)$, $Y_{i}=Y_{i}(d)=\tilde{Y}_{i}(d)+E[Y(d) \mid S=s]$ (by (A-1)), (2) follows from Lemmas A.3, A.4, and A.6, and Assumptions 2.2(b).

Proof of Theorem 3.2. The desired result follows from showing that

$$
\begin{equation*}
\hat{V}_{1}^{\text {sat }} \xrightarrow{p} V_{Y, 1}^{\text {sat }}+V_{D, 1}^{\text {sat }}, \quad \hat{V}_{0}^{\text {sat }} \xrightarrow{p} V_{Y, 0}^{\text {sat }}+V_{D, 0}^{\text {sat }}, \quad \text { and } \hat{V}_{H}^{\text {sat }} \xrightarrow{p} V_{H}^{\text {sat }} . \tag{A-57}
\end{equation*}
$$

We only show the result in (A-57), as the others can be shown analogously. Consider the following derivation.

$$
\begin{aligned}
& \hat{V}_{1}^{\text {sat }}=\frac{1}{\hat{P}(C)^{2}} \sum_{s \in \mathcal{S}}\left(\frac{1}{n_{A}(s) / n(s)}\right)^{2}\left[\begin{array}{c}
\frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=1, A_{i}=1, S_{i}=s\right\}\left(\hat{u}_{i}+\left(1-\frac{n_{A D}(s)}{n_{A}(s)}\right)\left(\hat{\beta}_{\text {sat }}(s)-\hat{\beta}_{\text {sat }}\right)\right)^{2} \\
+\frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=0, A_{i}=1, S_{i}=s\right\}\left(\hat{u}_{i}-\frac{n_{A D}(s)}{n_{A}(s)}\left(\hat{\beta}_{\text {sat }}(s)-\hat{\beta}_{\text {sat }}\right)\right)^{2}
\end{array}\right] \\
& \stackrel{(1)}{=} \frac{1}{P(C)^{2}} \sum_{s \in \mathcal{S}} \frac{p(s)}{\pi_{A}(s)}\left[\begin{array}{c}
\pi_{D(1)}(s) \sigma^{2}(1,1, s)+\left(1-\pi_{D(1)}(s)\right) \sigma^{2}(0,1, s)+ \\
\frac{1-\pi_{D(1)}(s)}{\pi_{D(1)}(s)}\left[\begin{array}{c}
\pi_{D(0)}(s)(E[Y(1) \mid C, S=s]-E[Y(1) \mid A T, S=s]) \\
-\pi_{D(1)}(s)(E[Y(0) \mid C, S=s]-E[Y(0) \mid N T, S=s]) \\
-\pi_{D(1)}(s)(\beta(s)-\beta)
\end{array}\right]+o_{p}(1)
\end{array}\right] \\
& \stackrel{(2)}{=} V_{Y, 1}^{\text {sat }}+V_{D, 1}^{\text {sat }}+o_{p}(1),
\end{aligned}
$$

where (1) holds by Theorem A. 1 and Lemma A.8, and (2) holds by Lemma A.3.
Theorem A. 4 (Estimation of primitive parameters). Under Assumptions 2.1 and 2.2, the primitive parameters in (2.3) can be consistently estimated. In particular, for any $s \in \mathcal{S}$,

$$
\begin{equation*}
\left(\frac{n(s)}{n}, \frac{n_{A}(s)}{n(s)}, \frac{n_{A D}(s)}{n_{A}(s)}, \frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right) \xrightarrow{p}\left(p(s), \pi_{A}(s), \pi_{D(1)}(s), \pi_{D(0)}(s)\right) . \tag{A-58}
\end{equation*}
$$

Also, provided that the conditioning event has positive probability,

$$
\begin{align*}
& \hat{E}[Y(0) \mid N T, S=s] \equiv \frac{n / 2}{n_{A}(s)-n_{A D}(s)}\left[\begin{array}{c}
\frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=0, A_{i}=1, S_{i}=s\right\} \hat{u}_{i} \\
-\frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=1, A_{i}=1, S_{i}=s\right\} \hat{u}_{i}
\end{array}\right]+\hat{\gamma}_{\mathrm{sat}}(s) \xrightarrow{p} E[Y(0) \mid N T, S=s] \\
& \hat{E}[Y(1) \mid A T, S=s] \equiv \frac{n / 2}{n_{D}(s)-n_{A D}(s)}\left[\begin{array}{c}
\frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=1, A_{i}=0, S_{i}=s\right\} \hat{u}_{i} \\
-\frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=0, A_{i}=0, S_{i}=s\right\} \hat{u}_{i}
\end{array}\right]+\hat{\beta}_{\mathrm{sat}}(s)+\hat{\gamma}_{\mathrm{sat}}(s) \\
& \xrightarrow{p} E[Y(1) \mid A T, S=s] \\
& \hat{E}[Y(0) \mid C, S=s] \equiv \frac{1}{\frac{n_{A D}(s)}{n_{A}(s)}-\frac{n_{D}(s)-n_{A D}(s)}{n_{(s)}(s)-n_{A}(s)}}\left[\begin{array}{c}
\hat{\gamma}_{\text {sat }}(s)+\frac{n_{D}(s)-n_{A D}(s)}{n(s) n_{A}(s)} \hat{\beta}_{\text {sat }}(s) \\
-\left(1-\frac{n_{A D}(s)}{n_{A}(s)}\right) \hat{E}[Y(0) \mid N T, S=s] \\
-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)} \hat{E}[Y(1) \mid A T, S=s]
\end{array}\right] \xrightarrow[\rightarrow]{p} E[Y(0) \mid C, S=s] \\
& \hat{E}[Y(1) \mid C, S=s] \equiv \hat{\beta}_{\text {sat }}(s)+\hat{E}[Y(0) \mid C, S=s] \xrightarrow{p} E[Y(1) \mid C, S=s] \tag{A-59}
\end{align*}
$$

and

$$
\begin{align*}
& \hat{V}[Y(1) \mid A T, S=s] \equiv\left[\begin{array}{c}
\frac{1}{\frac{n(s)}{n}\left(1-\frac{n_{A}(s)}{n(s)}\right) \frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}} \frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=1, A_{i}=0, S_{i}=s\right\} \hat{u}_{i}^{2} \\
-\left(\begin{array}{c}
\left(1-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right)(\hat{E}[Y(1) \mid C, S=s]-\hat{E}[Y(1) \mid A T, S=s]) \\
-\left(1-\frac{n_{A D}(s)}{n_{A}(s)}\right)(\hat{E}[Y(0) \mid C, S=s]-\hat{E}[Y(0) \mid N T, S=s])
\end{array}\right.
\end{array}\right)^{2} . \\
& \xrightarrow{p} V[Y(1) \mid A T, S=s] \\
& \hat{V}[Y(0) \mid N T, S=s] \equiv\left[\begin{array}{c}
\frac{n}{n_{A}(s)-n_{A D}(s)} \frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=0, A_{i}=1, S_{i}=s\right\} \hat{u}_{i}^{2} \\
-\binom{\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}(\hat{E}[Y(1) \mid C, S=s]-\hat{E}[Y(1) \mid A T, S=s])}{-\frac{n_{A D}(s)}{n_{A}(s)}(\hat{E}[Y(0) \mid C, S=s]-\hat{E}[Y(0) \mid N T, S=s])}^{2}
\end{array}\right] \xrightarrow{p} V[Y(0) \mid N T, S=s] \\
& \hat{V}[Y(1) \mid C, S=s] \equiv \frac{1}{\frac{n_{A D}(s)}{n_{A}(s)}-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}} \times \\
& {\left[\begin{array}{c}
\frac{n}{n_{A}(s)} \frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=1, A_{i}=1, S_{i}=s\right\} \hat{u}_{i}^{2} \\
-\frac{\left(1-\frac{n_{A D}(s)}{n_{A}(s)}\right)^{2}}{\frac{n_{A D}(s)}{n_{A}(s)}}\binom{\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}(\hat{E}[Y(1) \mid C, S=s]-\hat{E}[Y(1) \mid A T, S=s])}{-\frac{n_{A D}(s)}{n_{A}(s)}(\hat{E}[Y(0) \mid C, S=s]-\hat{E}[Y(0) \mid N T, S=s])}^{2} \\
-\frac{\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\left(\frac{n_{A D}(s)}{n_{A}(s)}-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right)}{n_{A D}(s)}(\hat{E}[Y(1) \mid C, S=s]-\hat{E}[Y(1) \mid A T, S=s])^{2} \\
n_{A}(s) \\
-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)} \hat{V}[Y(1) \mid A T, S=s]
\end{array}\right]} \\
& \xrightarrow{p} V[Y(1) \mid C, S=s] \\
& \hat{V}[Y(0) \mid C, S=s] \equiv \frac{1}{\frac{n_{A D}(s)}{n_{A}(s)}-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}} \times \\
& {\left[\begin{array}{c}
\frac{n}{\left(n(s)-n_{A}(s)\right)} \frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=0, A_{i}=0, S_{i}=s\right\} \hat{u}_{i}^{2} \\
-\frac{\left(\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right)^{2}}{\left(1-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right)}\left(\begin{array}{c}
\left(1-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right) \\
-\left(1-\frac{n_{A D}(s)}{n_{A}(s)}\right)(\hat{E}[Y(1) \mid C, S=s]-\hat{E}[Y(1) \mid A T, S=s]) \\
-(0, S=s]-\hat{E}[Y(0) \mid N T, S=s])
\end{array}\right. \\
-\frac{\frac{n_{A}(s)-n_{A D}(s)}{n_{A}(s)}\left(\frac{n_{A D}(s)}{n_{A}(s)}-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right)}{\left(1-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right)}(\hat{E}[Y(0) \mid C, S=s]-\hat{E}[Y(0) \mid N T, S=s])^{2} \\
-\left(1-\frac{n_{A D}(s)}{n_{A}(s)}\right) \hat{V}[Y(0) \mid N T, S=s]
\end{array}\right)^{2} .} \\
& \xrightarrow{p} V[Y(0) \mid C, S=s] . \tag{A-60}
\end{align*}
$$

Proof. The first convergence in (A-58) holds by Assumption 2.1 and the LLN. The second convergence of (A-58) is imposed in Assumption 2.2(b). The remaining results hold by Lemma A.4.

We next show the first line of (A-59). By Lemma A.8,

$$
\begin{align*}
& \frac{1}{2}\left[\begin{array}{c}
\frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=0, A_{i}=1, S_{i}=s\right\} \hat{u}_{i} \\
-\frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=1, A_{i}=1, S_{i}=s\right\} \hat{u}_{i}
\end{array}\right] \\
& \xrightarrow{p} p(s) \pi_{A}(s)\left(1-\pi_{D(1)}(s)\right)\binom{\pi_{D(0)}(s)(E[Y(1) \mid C, S=s]-E[Y(1) \mid A T, S=s])}{-\pi_{D(1)}(s)(E[Y(0) \mid C, S=s]-E[Y(0) \mid N T, S=s])} . \tag{A-61}
\end{align*}
$$

Then, consider the following derivation.

$$
\begin{align*}
\hat{E}[Y(0) \mid N T, S=s] & =\frac{1 / 2}{\frac{n(s)}{n} \frac{n_{A}(s)}{n(s)}\left(1-\left(\frac{n_{A D}(s)}{n_{A}(s)}\right)\right)}\left[\begin{array}{c}
\frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=0, A_{i}=1, S_{i}=s\right\} \hat{u}_{i} \\
-\frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=1, A_{i}=1, S_{i}=s\right\} \hat{u}_{i}
\end{array}\right]+\hat{\gamma}_{\mathrm{sat}}(s) \\
& \xrightarrow{p} E[Y(0) \mid N T, S=s], \tag{A-62}
\end{align*}
$$

where the convergence follows from (A-61), Assumptions 2.1 and 2.2(b), Lemma A.4, and Theorem A.1. An analogous argument can be used to show the second line of (A-59). Next, note that the third line of (A-59) follows from Assumption 2.1, 2.2(b), Lemma A.4, and the first and second lines of (A-59), and Theorem A.1. Finally, note that the last line of (A-59) follows from the third line of (A-59) and Theorem A.1.

To show the first line of (A-60), consider the following argument.

$$
\begin{aligned}
\hat{V}[Y(1) \mid A T, S=s] & =\left[\begin{array}{c}
\frac{1}{\frac{n(s)}{n}\left(1-\frac{n_{A}(s)}{n(s)} \frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)} \frac{1}{n} \sum_{i=1}^{n} I\left\{D_{i}=1, A_{i}=0, S_{i}=s\right\} \hat{u}_{i}^{2}\right.} \\
-\binom{\left(1-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right)(\hat{E}[Y(1) \mid C, S=s]-\hat{E}[Y(1) \mid A T, S=s])}{-\left(1-\frac{n_{A D}(s)}{n_{A}(s)}\right)(\hat{E}[Y(0) \mid C, S=s]-\hat{E}[Y(0) \mid N T, S=s])}^{2}
\end{array}\right] \\
& \xrightarrow{p} V[Y(1) \mid A T, S=s],
\end{aligned}
$$

where the convergence holds by (A-56) and (A-59), and Assumptions 2.1 and 2.2(b). An analogous argument can be used to show the remaining lines of (A-60).

Proof of Theorem 3.3. This result follows from elementary convergence arguments and Theorems 3.1 and 3.2.

## A. 4 Proofs of results related to Section 4

Lemma A. 9 (SFE matrices). Assume Assumptions 2.1 and 2.2. Then,

$$
\begin{aligned}
\frac{\mathbf{Z}_{n}^{\text {sfe }} \mathbf{X}_{n}^{\text {sfe }}}{n} & =\left[\begin{array}{cc}
\operatorname{diag}\{n(s) / n: s \in \mathcal{S}\} & \left\{n_{D}(s) / n: s \in \mathcal{S}\right\} \\
\left\{n_{A}(s) / n: s \in \mathcal{S}\right\}^{\prime} & n_{A D} / n
\end{array}\right] \\
& =\left[\begin{array}{cc}
\operatorname{diag}\{p(s): s \in \mathcal{S}\} & \left\{\left[\pi_{D(1)}(s) \pi_{A}(s)+\pi_{D(0)}(s)\left(1-\pi_{A}(s)\right] p(s): s \in \mathcal{S}\right\}\right. \\
\left\{\pi_{A}(s) p(s): s \in \mathcal{S}\right\}^{\prime} & \sum_{s \in \mathcal{S}} \pi_{D(1)}(s) \pi_{A}(s) p(s)
\end{array}\right]+o_{p}(1)
\end{aligned}
$$

Thus,

$$
\begin{aligned}
& \left(\frac{\mathbf{Z}_{n}^{\mathrm{sfe}} \mathbf{X}_{n}^{\mathrm{sfe}}}{n}\right)^{-1}=\left[\left[\begin{array}{cc}
\operatorname{diag}\left\{\frac{n}{n(s)}: s \in \mathcal{S}\right\} & \mathbf{0}_{|\mathcal{S}| \times 1} \\
\mathbf{0}_{1 \times|\mathcal{S}|} & 0
\end{array}\right]+\frac{\left[\begin{array}{cc}
\left\{\frac{n_{D}(s)}{n(s)}: s \in \mathcal{S}\right\} \times\left\{\frac{n_{A}(s)}{n(s)}: s \in \mathcal{S}\right\}^{\prime} & \left\{-\frac{n_{D}(s)}{n(s)}: s \in \mathcal{S}\right\} \\
\left\{-\frac{n_{A}(s)}{n(s)}: s \in \mathcal{S}\right\}^{\prime} & 1
\end{array}\right]}{\frac{n_{A D}}{n}-\sum_{s \in \mathcal{S}} \frac{n_{A}(s)}{n(s)} \frac{n_{D}(s)}{n(s)} \frac{n(s)}{n}}\right] \\
& =\left[\begin{array}{c}
{\left[\begin{array}{cc}
\operatorname{diag}\left\{\frac{1}{p(s)}: s \in \mathcal{S}\right\} & \mathbf{0}_{|\mathcal{S}| \times 1} \\
\mathbf{0}_{1 \times|\mathcal{S}|} & 0
\end{array}\right]+} \\
{\left[\begin{array}{c}
{\left[\begin{array}{c}
\left\{\begin{array}{c}
\pi_{D(1)}(s) \pi_{A}(s)+ \\
\pi_{D(0)}(s)\left(1-\pi_{A}(s)\right) \\
\times\left\{\pi_{A}(s): s \in \mathcal{S}\right\}^{\prime} \\
\left\{-\pi_{A}(s): s \in \mathcal{S}\right\}^{\prime}
\end{array}\right.
\end{array}\right]\left\{-\left[\begin{array}{c}
\pi_{D(1)}(s) \pi_{A}(s)+ \\
\pi_{D(0)}(s)\left(1-\pi_{A}(s)\right)
\end{array}\right]: s \in \mathcal{S}\right\}} \\
\sum_{s \in \mathcal{S}} p(s) \pi_{A}(s)\left(1-\pi_{A}(s)\right)\left(\pi_{\left.D(1)(s)-\pi_{D(0)}(s)\right)}\right.
\end{array}\right]+o_{p}(1) .}
\end{array}\right]
\end{aligned}
$$

Also,

$$
\frac{\mathbf{Z}_{n}^{\mathrm{sfe}} \mathbf{Y}_{n}}{n}=\left[\begin{array}{c}
\left\{\frac{1}{n} \sum_{i=1}^{n} I\left\{S_{i}=s\right\} Y_{i}: s \in \mathcal{S}\right\} \\
\left\{\frac{1}{n} \sum_{i=1}^{n} A_{i} Y_{i}\right\}
\end{array}\right]
$$

Proof. The equalities follow from algebra and the convergences follow from the CMT.
Theorem A.5 (SFE limits). Assume Assumptions 2.1 and 2.2. For every $s \in S$,

$$
\begin{align*}
& \hat{\gamma}_{\mathrm{sfe}}(s) \xrightarrow{p}\left[\begin{array}{c}
\pi_{D(0)}(s) E[Y(1) \mid A T, S=s]+\left(1-\pi_{D(1)}(s)\right) E[Y(0) \mid N T, S=s] \\
+\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right)\left[\pi_{A}(s) E[Y(1) \mid C, S=s]+\left(1-\pi_{A}(s)\right) E[Y(0) \mid C, S=s]\right] \\
-\left(\left(1-\pi_{A}(s)\right) \pi_{D(0)}(s)+\pi_{A}(s) \pi_{D(1)}(s)\right) \times \\
\frac{\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{A}(\tilde{s})\left(1-\pi_{A}(\tilde{s})\right)\left(\pi_{D(1)}(\tilde{s})-\pi_{D(0)}(\tilde{s})\right) E[Y(1)-Y(0) \mid C, S=\tilde{s}]}{\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{A}(\tilde{s})\left(1-\pi_{A}(\tilde{s})\left(\pi_{D(1)}^{\left.(\tilde{s})-\pi_{D(0)}(\tilde{s})\right)}\right.\right.}
\end{array}\right] \\
& \hat{\beta}_{\mathrm{sfe}} \xrightarrow{p} \frac{\sum_{s \in \mathcal{S}} p(s) \pi_{A}(s)\left(1-\pi_{A}(s)\right)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) E[Y(1)-Y(0) \mid C, S=s]}{\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{A}(\tilde{s})\left(1-\pi_{A}(\tilde{s})\right)\left(\pi_{D(1)}(s)-\pi_{D(0)}(\tilde{s})\right)} . \tag{A-63}
\end{align*}
$$

If we add Assumption 2.3(c),

$$
\begin{equation*}
\hat{\beta}_{\mathrm{sfe}} \xrightarrow{p} \beta . \tag{A-64}
\end{equation*}
$$

Proof. Throughout this proof, define

$$
\begin{align*}
\Lambda_{n} & \equiv \frac{n_{A D}}{n}-\sum_{s \in \mathcal{S}} \frac{n_{A}(s)}{n(s)} \frac{n_{D}(s)}{n(s)} \frac{n(s)}{n}=\sum_{s \in \mathcal{S}} \frac{n(s)}{n} \frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A}(s)}{n(s)}\right)\left(\frac{n_{A D}(s)}{n_{A}(s)}-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right) \\
& \xrightarrow{p} \Lambda \equiv \sum_{s \in \mathcal{S}} p(s) \pi_{A}(s)\left(1-\pi_{A}(s)\right)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) \tag{A-65}
\end{align*}
$$

where the convergence holds by Assumptions 2.1 and 2.2, Lemma A.4, and the LLN.

To show the first line of (A-63), consider the following derivation.

$$
\begin{aligned}
& \hat{\gamma}_{\mathrm{sfe}}(s)=\frac{n}{n(s)} \frac{1}{n} \sum_{i=1}^{n} I\left\{S_{i}=s\right\} Y_{i}-\frac{n_{D}(s)}{n(s)} \frac{1}{\Lambda_{n}} \frac{1}{n} \sum_{i=1}^{n} I\left\{A_{i}=1\right\} Y_{i}+\frac{n_{D}(s)}{n(s)} \frac{1}{\Lambda_{n}} \sum_{\tilde{s} \in \mathcal{S}} \frac{n_{A}(\tilde{s})}{n(\tilde{s})} \frac{1}{n} \sum_{i=1}^{n} I\left\{S_{i}=\tilde{s}\right\} Y_{i}
\end{aligned}
$$

$$
\begin{aligned}
& \stackrel{(3)}{=}\left\{\begin{array}{c}
\pi_{D(0)}(s) E[Y(1) \mid A T, S=s]+\left(1-\pi_{D(1)}(s)\right) E[Y(0) \mid N T, S=s] \\
+\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right)\left[\pi_{A}(s) E[Y(1) \mid C, S=s]+\left(1-\pi_{A}(s)\right) E[Y(0) \mid C, S=s]\right] \\
-\left(\left(1-\pi_{A}(s)\right) \pi_{D(0)}(s)+\pi_{A}(s) \pi_{D(1)}(s)\right) \frac{1}{\Lambda} \times \\
\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{A}(\tilde{s})\left(1-\pi_{A}(\tilde{s})\right)\left(\pi_{D(1)}(\tilde{s})-\pi_{D(0)}(\tilde{s})\right) E[Y(1)-Y(0) \mid C, S=\tilde{s}]
\end{array}\right\}+o_{p}(1),
\end{aligned}
$$

where (1) holds by $Y_{i}=Y_{i}\left(D_{i}\right)$, (A-1), (A-2), and (A-18), (2) holds by Lemma A.3, and (3) holds by Assumptions 2.1 and 2.2(b), Lemmas A. 4 and A.6, and (A-65).

To show the second line of (A-63), consider the following derivation.

$$
\begin{aligned}
& \hat{\beta}_{\mathrm{sfe}}=\frac{1}{\Lambda_{n}} \frac{1}{n} \sum_{i=1}^{n} I\left\{A_{i}=1\right\} Y_{i}-\frac{1}{\Lambda_{n}} \sum_{s \in \mathcal{S}} \frac{1}{n} \sum_{i=1}^{n} Y_{i} I\left\{S_{i}=s\right\} \frac{n_{A}(s)}{n(s)} \\
& \stackrel{(1)}{=} \frac{1}{\Lambda_{n}} \sum_{\tilde{s} \in \mathcal{S}}\left\{\begin{array}{c}
\left(1-\frac{n_{A}(\tilde{s})}{n(\tilde{s})}\right) \frac{1}{\sqrt{n}}\left(R_{n, 1}(1,1, s)+R_{n, 1}(0,1, s)\right)-\frac{n_{A}(\tilde{s})}{n(\tilde{s})} \frac{1}{\sqrt{n}}\left(R_{n, 1}(1,0, s)+R_{n, 1}(0,0, s)\right) \\
+\frac{n(\tilde{s})}{n} \frac{n_{A}(\tilde{s})}{n(\tilde{s})}\left(1-\frac{n_{A}(\tilde{s})}{n(\tilde{s})}\right) \frac{n_{A D}(\tilde{(s)})}{n_{A}(\tilde{s})}(\mu(1,1, \tilde{s})+E[Y(1) \mid S=\tilde{s}]) \\
+\frac{n(\tilde{s})}{n} \frac{n_{A}(\tilde{s})}{n(\tilde{(s)})}\left(1-\frac{n_{A}(\tilde{s})}{n(\tilde{s})}\right)\left(1-\frac{n_{A D}(\tilde{s})}{n_{A}(\tilde{s})}\right)(\mu(0,1, \tilde{s})+E[Y(0) \mid S=\tilde{s}]) \\
-\frac{n(\tilde{s})}{n} \frac{n_{A}(\tilde{s})}{n(\tilde{s})}\left(1-\frac{n_{A}(\tilde{s})}{n(\tilde{s})}\right)\left(\frac{n_{D}(\tilde{s})-n_{A D}(\tilde{s})}{n(\tilde{s})-n_{A}(\tilde{s})}(\mu(1,0, \tilde{s})+E[Y(1) \mid S=\tilde{s}])\right. \\
-\frac{n(\tilde{s})}{n} \frac{n_{A}(\tilde{s})}{n(\tilde{s})}\left(1-\frac{n_{A}(\tilde{s})}{n(\tilde{s})}\right)\left(1-\frac{n_{D}(\tilde{s})-n_{A D}(\tilde{s})}{n(\tilde{s})-n_{A}(\tilde{s})}\right)(\mu(0,0, \tilde{s})+E[Y(0) \mid S=\tilde{s}])
\end{array}\right\}
\end{aligned}
$$

$$
\begin{align*}
& \stackrel{(3)}{=} \frac{1}{\Lambda} \sum_{s \in \mathcal{S}} p(s) \pi_{A}(s)\left(1-\pi_{A}(s)\right)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) E[Y(1)-Y(0) \mid C, S=s]+o_{p}(1), \tag{A-66}
\end{align*}
$$

where (1) holds by $Y_{i}=Y_{i}\left(D_{i}\right)$, (A-1), (A-2), and (A-18), (2) holds by Lemma A.3, and (3) holds by Assumptions 2.1 and 2.2 (b), Lemmas A. 4 and A.6, and (A-65).

Finally, (A-64) holds by the following derivation.

$$
\begin{aligned}
& \hat{\beta}_{\mathrm{sfe}} \stackrel{(1)}{=} \frac{\sum_{s \in \mathcal{S}} p(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) E[Y(1)-Y(0) \mid C, S=s]}{\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s})\left(\pi_{D(1)}(\tilde{s})-\pi_{D(0)}(\tilde{s})\right)}+o_{p}(1) \\
& \stackrel{(2)}{=} \sum_{s \in \mathcal{S}} P(S=s \mid C) E[Y(1)-Y(0) \mid C, S=s]+o_{p}(1)=\beta+o_{p}(1)
\end{aligned}
$$

where (1) holds by Assumption 2.3(c), and (A-65) and (A-66), and (2) holds by (2.3).
Proof of Theorem 4.1. As a preliminary result, note that (A-65) and Assumption 2.3(c) imply that

$$
\begin{equation*}
\Lambda_{n} \equiv \frac{n_{A D}}{n}-\sum_{s \in \mathcal{S}} \frac{n_{A}(s)}{n(s)} \frac{n_{D}(s)}{n(s)} \frac{n(s)}{n} \xrightarrow{p} \Lambda \equiv \pi_{A}\left(1-\pi_{A}\right) P(C) . \tag{A-67}
\end{equation*}
$$

From here, consider the following argument.

$$
\begin{align*}
\xi_{n, 1} & \equiv \sqrt{n}\left(\Lambda_{n}-\Lambda\right) \stackrel{(1)}{=} \sum_{s \in \mathcal{S}}\left(\begin{array}{c}
\frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A}(s)}{n(s)}\right)\left(\frac{n_{A D}(s)}{n_{A}(s)}-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right) R_{n, 4}(s) \\
+p(s)\left(1-\frac{n_{A}(s)}{n(s)}-\pi_{A}\right)\left(\frac{n_{A D}(s)}{n_{A}(s)}-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right) R_{n, 3}(s) \\
+p(s) \pi_{A}\left(1-\pi_{A}\right)\left(R_{n, 2}(1, s)-R_{n, 2}(2, s)\right)
\end{array}\right) \\
& \stackrel{(2)}{=} \sum_{s \in \mathcal{S}}\left(\begin{array}{c}
p(s) \pi_{A}\left(1-\pi_{A}\right)\left(R_{n, 2}(1, s)-R_{n, 2}(2, s)\right) \\
+p(s)\left(1-2 \pi_{A}\right)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) R_{n, 3}(s) \\
+\pi_{A}\left(1-\pi_{A}\right)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) R_{n, 4}(s)
\end{array}\right)+o_{p}(1), \tag{A-68}
\end{align*}
$$

where (1) holds by the definitions in (A-67) and (2) holds by Assumption 2.2(b) and Lemma A.4.

Next, consider the following derivation.

$$
\begin{align*}
& \sqrt{n}\left(\hat{\beta}_{\mathrm{sfe}}-\beta\right) \times \Lambda_{n} \\
& \stackrel{(1)}{=} \sum_{s \in \mathcal{S}}\left[\begin{array}{c}
\left(1-\frac{n_{A}(s)}{n(s)}\right) R_{n, 1}(1,1, s)+\left(1-\frac{n_{A}(s)}{n(s)}\right) R_{n, 1}(0,1, s)-\frac{n_{A}(s)}{n(s)} R_{n, 1}(1,0, s)-\frac{n_{A}(s)}{n(s)} R_{n, 1}(0,0, s) \\
+\sqrt{n} \frac{n(s)}{n} \frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A}(s)}{n(s)}\right)\left[\frac{n_{A D}(s)}{n_{A}(s)} \frac{\pi_{D(0)}(s)}{\pi_{D(1)}(s)}-\left(\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right)\right] E[Y(1) \mid A T, S=s] \\
+\sqrt{n} \frac{n(s)}{n} \frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A}(s)}{n(s)}\right)\left[\left(1-\frac{n_{A D}(s)}{n_{A}(s)}\right)-\left(1-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right) \frac{1-\pi_{D(1)}(s)}{1-\pi_{D(0)}(s)}\right] E[Y(0) \mid N T, S=s] \\
+\sqrt{n} \frac{n(s)}{n} \frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A}(s)}{n(s)}\right) \frac{n_{A D}(s)}{n_{A}(s)} \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{\pi_{D(1)}(s)} E[Y(1) \mid C, S=s] \\
-\sqrt{n} \frac{n(s)}{n} \frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A}(s)}{n(s)}\right)\left(1-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right) \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{1-\pi_{D(0)}(s)} E[Y(0) \mid C, S=s] \\
-\sqrt{n} p(s) \pi_{A}\left(1-\pi_{A}\right)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) E[Y(1)-Y(0) \mid C, S=s]
\end{array}\right]-\beta \xi_{n, 1} \\
& \stackrel{(2)}{=} \sum_{s \in \mathcal{S}}\left[\begin{array}{c}
\left(1-\frac{n_{A}(s)}{n(s)}\right) R_{n, 1}(1,1, s)+\left(1-\frac{n_{A}(s)}{n(s)}\right) R_{n, 1}(0,1, s) \\
-\frac{n_{A}(s)}{n(s)} R_{n, 1}(1,0, s)-\frac{n_{A}(s)}{n(s)} R_{n, 1}(0,0, s) \\
+\xi_{n, 2}(s)+\xi_{n, 3}(s)+\xi_{n, 4}(s)
\end{array}\right]-\beta \xi_{n, 1}, \tag{A-69}
\end{align*}
$$

where (1) follows from (A-66) and (A-68) and (2) follows from defining $\xi_{n, 2}(s), \xi_{n, 3}(s)$, and $\xi_{n, 4}(s)$ as in (A-70), (A-71), and (A-72), respectively. To complete the argument in (A-69), consider the following definitions. First,

$$
\begin{align*}
\xi_{n, 2}(s) & \equiv \sqrt{n} \frac{n(s)}{n} \frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A}(s)}{n(s)}\right)\left[\frac{n_{A D}(s)}{n_{A}(s)} \frac{\pi_{D(0)}(s)}{\pi_{D(1)}(s)}-\left(\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right)\right] E[Y(1) \mid A T, S=s] \\
& \stackrel{(1)}{=} p(s) \pi_{A}\left(1-\pi_{A}\right) E[Y(1) \mid A T, S=s]\left[\frac{\pi_{D(0)}(s)}{\pi_{D(1)}(s)} R_{n, 2}(1, s)-R_{n, 2}(2, s)\right]+o_{p}(1) \tag{A-70}
\end{align*}
$$

where (1) uses Assumptions 2.1 and 2.2(b). Second,

$$
\begin{align*}
\xi_{n, 3}(s) & \equiv \sqrt{n} \frac{n(s)}{n} \frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A}(s)}{n(s)}\right)\left[\left(1-\frac{n_{A D}(s)}{n_{A}(s)}\right)-\left(1-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right) \frac{1-\pi_{D(1)}(s)}{1-\pi_{D(0)}(s)}\right] E[Y(0) \mid N T, S=s] \\
& \stackrel{(1)}{=} p(s) \pi_{A}\left(1-\pi_{A}\right) E[Y(0) \mid N T, S=s]\left[\frac{1-\pi_{D(1)}(s)}{1-\pi_{D(0)}(s)} R_{n, 2}(2, s)-R_{n, 2}(1, s)\right]+o_{p}(1) \tag{A-71}
\end{align*}
$$

where (1) uses Assumptions 2.1 and 2.2(b). Third,

$$
\begin{align*}
& \xi_{n, 4}(s) \equiv\left\{\begin{array}{c}
+\sqrt{n} \frac{n(s)}{n} \frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A}(s)}{n(s)}\right) \frac{n_{A D}(s)}{n_{A}(s)} \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{\pi_{D(1)}(s)} E[Y(1) \mid C, S=s] \\
-\sqrt{n} \frac{n(s)}{n} \frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A}(s)}{n(s)}\right)\left(1-\frac{n_{D}\left(s-n_{A D}(s)\right.}{n(s)-n_{A}(s)}\right) \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{1-\pi_{D(0)}(s)} E[Y(0) \mid C, S=s] \\
-\sqrt{n} p(s) \pi_{A}\left(1-\pi_{A}\right)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) E[Y(1)-Y(0) \mid C, S=s]
\end{array}\right\} \\
& \stackrel{(1)}{=}\left\{\begin{array}{c}
p(s) \pi_{A}\left(1-\pi_{A}\right)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) \frac{1}{\pi_{D(1)}(s)} E[Y(1) \mid C, S=s] R_{n, 2}(1, s) \\
+p(s) \pi_{A}\left(1-\pi_{A}\right)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) \frac{1}{1-\pi_{D(0)}(s)} E[Y(0) \mid C, S=s] R_{n, 2}(2, s) \\
+p(s)\left(1-2 \pi_{A}\right)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) E[Y(1)-Y(0) \mid C, S=s] R_{n, 3}(s) \\
+\pi_{A}\left(1-\pi_{A}\right)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) E[Y(1)-Y(0) \mid C, S=s] R_{n, 4}(s)
\end{array}\right\}+o_{p}(1), \tag{A-72}
\end{align*}
$$

where (1) uses Assumptions 2.1 and 2.2(b), and Lemma A.4.

From there results, the next result follows.
where (1) uses (A-67), (A-69), (A-70), (A-71), and (A-72), and Lemma A.5, as it implies $R_{n}=O_{p}(1)$. The desired result then follows from (A-73), Lemmas A. 3 and A.5, and $\sum_{s \in \mathcal{S}}\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right)(E[Y(1)-Y(0) \mid C, S=s]-$ $\beta) p(s)=0$, which in turn follows from $\beta(s)=E[Y(1)-Y(0) \mid C, S=s]$ and (2.3).

Proof of Theorem 4.2. Note that Assumption 2.1, 2.2(b), and 2.3(c), Lemma A.4, and (A-45) and (A-46), imply that $\hat{V}_{A}^{\text {sfe }} \xrightarrow{p} V_{A}^{\text {sfe }}$. The desired result follows from this and Theorem 3.2.

Proof of Theorem 4.3. This result follows from elementary convergence arguments and Theorems 4.1 and 4.2.

## A. 5 Proofs of results in Section 5

Lemma A. 10 (2S matrices). Assume Assumptions 2.1 and 2.2. Then,

$$
\frac{\mathbf{Z}_{n}^{2 s^{\prime}} \mathbf{X}_{n}^{2 s}}{n}=\left[\begin{array}{cc}
1 & n_{D} / n \\
n_{A} / n & n_{A D} / n
\end{array}\right]=\left[\begin{array}{cc}
1 & \sum_{s \in \mathcal{S}} p(s)\left[\pi_{D(1)}(s) \pi_{A}(s)+\pi_{D(0)}(s)\left(1-\pi_{A}(s)\right)\right] \\
\sum_{s \in \mathcal{S}} p(s) \pi_{A}(s) & \sum_{s \in \mathcal{S}} p(s) \pi_{D(1)}(s) \pi_{A}(s)
\end{array}\right]+o_{p}(1)
$$

Thus,

$$
\begin{aligned}
\left(\frac{\mathbf{Z}_{n}^{2 s^{\prime}} \mathbf{X}_{n}^{2 s}}{n}\right)^{-1} & =\frac{1}{n_{A D} / n-\left(n_{A} / n\right)\left(n_{D} / n\right)}\left[\begin{array}{cc}
n_{A D} / n & -n_{D} / n \\
-n_{A} / n & 1
\end{array}\right] \\
& =\frac{\left[\begin{array}{cc}
\sum_{s \in \mathcal{S}} p(s) \pi_{D(1)}(s) \pi_{A}(s) & -\sum_{s \in \mathcal{S}} p(s)\left[\pi_{D(1)}(s) \pi_{A}(s)+\pi_{D(0)}(s)\left(1-\pi_{A}(s)\right)\right] \\
-\sum_{s \in \mathcal{S}} p(s) \pi_{A}(s)
\end{array}\right]}{\left(\begin{array}{cc}
-\left(\sum_{s \in \mathcal{S}} p(s)\left[\pi_{D(1)}(s) \pi_{A}(s)+\pi_{D(0)}(s)\left(1-\pi_{A}(s)\right)\right]\right)\left(\sum_{s \in \mathcal{S}} p(s) \pi_{A}(s)\right)
\end{array}\right)}+o_{p}(1)
\end{aligned}
$$

Also,

$$
\frac{\mathbf{Z}_{n}^{\mathrm{sfe}} \mathbf{Y}_{n}}{n}=\left[\begin{array}{c}
\left\{\frac{1}{n} \sum_{i=1}^{n} Y_{i}\right\} \\
\left\{\frac{1}{n} \sum_{i=1}^{n} I\left\{A_{i}=1\right\} Y_{i}\right\}
\end{array}\right],
$$

Proof. The equalities follow from algebra and the convergences follow from the CMT and Lemma A.4.

Theorem A. 6 (2S limits). Assume Assumptions 2.1 and 2.2. Then,

$$
\begin{align*}
& \hat{\beta}_{2 \mathrm{~s}} \xrightarrow{p} \frac{\sum_{s \in \mathcal{S}} p(s)\left[\begin{array}{c}
+\left[\pi_{A}(s)-\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{A}(\tilde{s})\right] \pi_{D(0)}(s) E[Y(1) \mid A T, S=s]+ \\
+\left[\pi_{A}(s)-\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{A}(\tilde{s})\right]\left(1-\pi_{D(1)}(s)\right) E[Y(0) \mid N T, S=s] \\
+\left(1-\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{A}(\tilde{s}) \pi_{A}(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) E[Y(1) \mid C, S=s]\right. \\
-\left(\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{A}(\tilde{s})\right)\left(1-\pi_{A}(s)\right)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) E[Y(0) \mid C, S=s]
\end{array}\right]}{\left(1-\sum_{\tilde{s})} p \pi_{A}(\tilde{s})\right)\left(\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{A}(\tilde{s}) \pi_{D(1)}(\tilde{s})\right)-\left(\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{A}(\tilde{s})\right)\left(\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s})\left(1-\pi_{A}(\tilde{s})\right) \pi_{D(0)}(\tilde{s})\right)} . \tag{A-74}
\end{align*}
$$

If we add Assumption 2.3(c),

$$
\begin{equation*}
\hat{\beta}_{2 \mathrm{~s}} \xrightarrow{p} \beta . \tag{A-75}
\end{equation*}
$$

Proof. Throughout this proof, define

$$
\begin{align*}
& \Xi_{n} \equiv \frac{n_{A D}}{n}-\frac{n_{A}}{n} \frac{n_{D}}{n} \\
& \xrightarrow{p} \Xi \equiv\left(1-\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{A}(\tilde{s})\right)\left(\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{A}(\tilde{s}) \pi_{D(1)}(\tilde{s})\right)-\left(\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{A}(\tilde{s})\right)\left(\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s})\left(1-\pi_{A}(\tilde{s})\right) \pi_{D(0)}(\tilde{s})\right), \tag{A-76}
\end{align*}
$$

where the convergence holds by Assumptions 2.1 and 2.2(b), and Lemma A.4.

To show the first line of (A-74), consider the following derivation.

$$
\begin{aligned}
& \hat{\gamma}_{2 \mathrm{~s}}=\frac{1}{n_{A D} / n-\left(n_{A} / n\right)\left(n_{D} / n\right)}\left[\frac{n_{A D}}{n} \frac{1}{n} \sum_{i=1}^{n} Y_{i}-\frac{n_{D}}{n} \frac{1}{n} \sum_{i=1}^{n} I\left\{A_{i}=1\right\} Y_{i}\right]
\end{aligned}
$$

$$
\begin{aligned}
& +\left(\sum_{\tilde{s} \in \mathcal{S}} \frac{n(\tilde{s})}{n} \frac{n_{A}(\tilde{s})}{n(\tilde{s})} \frac{n_{A D}(\tilde{s})}{n_{A}(\tilde{s})}\right) \frac{1}{\sqrt{n}} R_{n, 1}(1,0, s)+\left(\sum_{\tilde{s} \in \mathcal{S}} \frac{n(\tilde{s})}{n} \frac{n_{A}(\tilde{s})}{n(\tilde{s})} \frac{n_{A D}(\tilde{s})}{n_{A}(\tilde{s})}\right) \frac{1}{\sqrt{n}} R_{n, 1}(0,0, s)
\end{aligned}
$$

$$
\begin{align*}
& \frac{n(s)}{n} \frac{n_{A}(s)}{n(s)} \frac{n_{A D}(s)}{n_{A}(s)} \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{\pi_{D(1)}(s)} E[Y(1) \mid C, S=s] \\
& +\left(\sum_{\tilde{s} \in \mathcal{S}} \frac{n(\tilde{s})}{n} \frac{n_{A}(\tilde{s})}{n(\tilde{s})} \frac{n_{A D}(\tilde{s})}{n_{A}(\tilde{s})}\right) \frac{n(s)}{n}\left(1-\frac{n_{A}(s)}{n(s)}\right)\left(1-\frac{\left(n_{D}(s)-n_{A D}(s)\right)}{n(s)-n_{A}(s)}\right) \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{1-\pi_{D(0)}(s)} E[Y(0) \mid C, S=s] \\
& +\left\{\begin{array}{c}
\binom{\sum_{\tilde{\tilde{E}} \in \mathcal{S}} \frac{n(\tilde{s})}{n} \frac{n_{A}(\tilde{s})}{n(\tilde{s})} \frac{n_{A D}(\tilde{s})}{n_{A}(\tilde{s})}}{-\sum_{\tilde{s} \in \mathcal{S}} \frac{n(\tilde{s})}{n}\left[\left(\frac{n_{D}(\tilde{s})-n_{A D}(\tilde{s}}{n\left(\tilde{s}-n_{A}(\tilde{s})\right.}\right)\left(1-\frac{n_{A}(\tilde{s})}{n n(\tilde{s})}\right)+\frac{n_{A D}(\tilde{s})}{n_{A}(\tilde{s})} \frac{n_{A}(\tilde{s})}{n(\tilde{s})}\right]} \frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A D}(s)}{n_{A}(s)}\right) \\
+\left(\sum_{\tilde{s} \in \mathcal{S}} \frac{n(\tilde{s})}{n} \frac{n(\tilde{s})}{n(\tilde{s})} \frac{n_{A D}(\tilde{s})}{n_{A}(\tilde{s})}\right)\left(1-\frac{n_{A}(s)}{n(s)}\right)\left(1-\frac{\left(n_{D}(s)-n_{A D}(s)\right)}{n(s)-n_{A}(s)}\right) \frac{1-\pi_{D(1)}(s)}{1-\pi_{D(0)}(s)}
\end{array}\right\} \times \\
& \frac{n(s)}{n} E[Y(0) \mid N T, S=s] \\
& \stackrel{(2)}{=} \frac{1}{\Xi} \sum_{s \in \mathcal{S}}\left\{\begin{array}{c}
{\left[\left(\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{A}(\tilde{s}) \pi_{D(1)}(\tilde{s})\right)\left(1-\pi_{A}(s)\right)-\left(\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{D(0)}(\tilde{s})\left(1-\pi_{A}(\tilde{s})\right)\right) \pi_{A}(s)\right] \times} \\
p(s) \pi_{D(0)}(s) E[Y(1) \mid A T, S=s] \\
-\left(\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{D(0)}(\tilde{s})\left(1-\pi_{A}(\tilde{s})\right)\right) p(s) \pi_{A}(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) E[Y(1) \mid C, S=s] \\
+\left(\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{A}(\tilde{s}) \pi_{D(1)}(\tilde{s})\right) p(s)\left(1-\pi_{A}(s)\right)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) E[Y(0) \mid C, S=s] \\
{\left[\left(\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{A}(\tilde{s}) \pi_{D(1)}(\tilde{s})\right)\left(1-\pi_{A}(s)\right)-\left(\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{D(0)}(\tilde{s})\left(1-\pi_{A}(\tilde{s})\right)\right) \pi_{A}(s)\right] \times} \\
p(s)\left(1-\pi_{D(1)}(s)\right) E[Y(0) \mid N T, S=s]
\end{array}\right\}+o_{p}(1), \tag{A-77}
\end{align*}
$$

where (1) holds by $Y_{i}=Y_{i}\left(D_{i}\right)$, (A-1), (A-2), (A-18), and (2) holds by Assumption 2.1, 2.2(b), Lemma A. 4 and A.6, and (A-76).

To show the second line of (A-74), consider the following derivation.

$$
\begin{aligned}
& \hat{\beta}_{2 \mathrm{~s}}=\frac{1}{n_{A D} / n-\left(n_{A} / n\right)\left(n_{D} / n\right)}\left[-\frac{n_{A}}{n} \frac{1}{n} \sum_{i=1}^{n} Y_{i}+\frac{1}{n} \sum_{i=1}^{n} I\left\{A_{i}=1\right\} Y_{i}\right]
\end{aligned}
$$

$$
\begin{align*}
& \stackrel{(1)}{=} \frac{1}{\Xi_{n}} \sum_{s \in \mathcal{S}}+\left[\begin{array}{c}
{\left[\begin{array}{c}
-\left(\sum_{\tilde{s} \in \mathcal{S}} \frac{n(\tilde{s})}{n} \frac{n_{A}(\tilde{s})}{n(\tilde{s})}\right) \frac{n(s)}{n}\left(1-\frac{n_{A}(s)}{n(s)}\right) \frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}
\end{array}\right]} \\
\left(1-\sum_{\tilde{s} \in \mathcal{S}} \frac{n(\tilde{s})}{n} \frac{n_{A}(\tilde{s})}{n(\tilde{s})}\right) \frac{n(s)}{n} \frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A D}(s)}{n_{A}(s)}\right) \\
-\left(\sum_{\tilde{s} \in \mathcal{S}} \frac{n(\tilde{s})}{n} \frac{n_{A}(\tilde{s})}{n(s)}\right) \frac{n(s)}{n}\left(1-\frac{n_{A}(s)}{n(s)}\right)\left(1-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right) \frac{1-\pi_{D(1)}(s)}{1-\pi_{D(0)}(s)}
\end{array}\right] E[Y(0) \mid N T, S=s] \\
& +\left(1-\sum_{\tilde{s} \in \mathcal{S}} \frac{n(\tilde{s})}{n} \frac{n_{A}(\tilde{s})}{n(\tilde{s})}\right) \frac{n(s)}{n} \frac{n_{A}(s)}{n(s)} \frac{n_{A D}(s)}{n_{A}(s)} \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{\pi_{D(1)}(s)} E[Y(1) \mid C, S=s] \\
& \left.-\left(\sum_{\tilde{s} \in \mathcal{S}} \frac{n(\tilde{s})}{n} \frac{n_{A}(\tilde{s})}{n(\tilde{s})}\right) \frac{n(s)}{n}\left(1-\frac{n_{A}(s)}{n(s)}\right)\left(1-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right) \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{1-\pi_{D(0)}(s)} E[Y(0) \mid C, S=s] \quad\right] \\
& \stackrel{(2)}{=} \frac{1}{\Xi} \sum_{s \in \mathcal{S}} p(s)\left[\begin{array}{c}
+\left[\pi_{A}(s)-\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{A}(\tilde{s})\right] \pi_{D(0)}(s) E[Y(1) \mid A T, S=s]+ \\
+\left[\pi_{A}(s)-\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{A}(\tilde{s})\right]\left(1-\pi_{D(1)}(s)\right) E[Y(0) \mid N T, S=s] \\
+\left(1-\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{A}(\tilde{s})\right) \pi_{A}(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) E[Y(1) \mid C, S=s] \\
-\left(\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{A}(\tilde{s})\right)\left(1-\pi_{A}(s)\right)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) E[Y(0) \mid C, S=s]
\end{array}\right]+o_{p}(1), \tag{A-78}
\end{align*}
$$

where (1) holds by $Y_{i}=Y_{i}\left(D_{i}\right),(\mathrm{A}-1)$, (A-2), (A-18), and (2) holds by Assumption 2.1, 2.2(b), Lemma A. 4 and A.6,
and (A-76).
Finally, (A-75) holds by the following derivation.

$$
\begin{aligned}
& \hat{\beta}_{2 \mathrm{~s}} \stackrel{(1)}{=} \frac{\sum_{s \in \mathcal{S}} p(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) E[Y(1)-Y(0) \mid C, S=s]}{\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s})\left(\pi_{D(1)}(s)-\pi_{D(0)}(\tilde{s})\right)}+o_{p}(1) \\
& \stackrel{(2)}{=} \sum_{s \in \mathcal{S}} P(S=s \mid C) E[Y(1)-Y(0) \mid C, S=s]+o_{p}(1)=\beta+o_{p}(1)
\end{aligned}
$$

where (1) holds by (A-76), (A-78), and Assumption 2.3(c), and (2) holds by (2.3).
Proof of Theorem 5.1. As a preliminary result, consider the following derivation.

$$
\begin{aligned}
& \sqrt{n}\left(\Xi_{n}-\Xi\right) \stackrel{(1)}{=} \sqrt{n}\left[\begin{array}{c}
\frac{n_{A D}}{n}-\frac{n_{A}}{n} \frac{n_{D}}{n}-\sum_{s \in \mathcal{S}} p(s) \pi_{A} \pi_{D(1)}(s)+ \\
\pi_{A} \sum_{s \in \mathcal{S}} p(s)\left[\left(1-\pi_{A}\right) \pi_{D(0)}(s)+\pi_{A} \pi_{D(1)}(s)\right]
\end{array}\right] \\
& \stackrel{(2)}{=}\left\{\begin{array}{c}
\sum_{s \in \mathcal{S}} \pi_{A}\left(1-\pi_{A}\right)\left[\pi_{D(1)}(s)-\pi_{D(0)}(s)\right] R_{n, 4}(s) \\
+\sum_{s \in \mathcal{S}} p(s)\left[\begin{array}{c}
\left(1-\pi_{A}\right) \pi_{D(1)}(s)-\pi_{A} \sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{D(1)}(\tilde{s}) \\
+\pi_{A} \pi_{D(0)}(s)-\left(1-\pi_{A}\right) \sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{D(0)}(\tilde{s})
\end{array}\right] R_{n, 3}(s) \\
+\pi_{A}\left(1-\pi_{A}\right) \sum_{s \in \mathcal{S}} p(s) R_{n, 2}(1, s)-\pi_{A}\left(1-\pi_{A}\right) \sum_{s \in \mathcal{S}} p(s) R_{n, 2}(2, s)
\end{array}\right\}+o_{p}(1),
\end{aligned}
$$

where (1) holds by definitions in (A-76) and Assumption 2.3(c), and (2) holds by Assumptions 2.1 and 2.2(b), and Lemmas A. 4 and A.5. In particular, Lemma A. 5 implies that $R_{n}=O_{p}(1)$ and $\sum_{s \in \mathcal{S}} R_{n, 4}(s)=0$.

Consider the following derivation.

$$
\sqrt{n}\left(\hat{\beta}_{2 \mathrm{~s}}-\beta\right)=\left[\begin{array}{c}
\frac{1}{\Xi_{n}} \sum_{s \in \mathcal{S}}\left(1-\sum_{\tilde{s} \in \mathcal{S}} \frac{n(\tilde{s})}{n} \frac{n_{A}(\tilde{s})}{n(\tilde{s})}\right) R_{n, 1}(1,1, s)+\frac{1}{\Xi_{n}} \sum_{s \in \mathcal{S}}\left(1-\sum_{\tilde{s} \in \mathcal{S}} \frac{n(\tilde{s})}{n} \frac{n_{A}(\tilde{s})}{n(\tilde{s})}\right) R_{n, 1}(0,1, s)  \tag{A-79}\\
-\frac{1}{\Xi_{n}} \sum_{s \in \mathcal{S}}\left(\sum_{\tilde{s} \in \mathcal{S}} \frac{n(\tilde{s})}{n} \frac{n_{A}(\tilde{s})}{n(\tilde{s})}\right) R_{n, 1}(1,0, s)-\frac{1}{\Xi_{n}} \sum_{s \in \mathcal{S}}\left(\sum_{\tilde{s} \in \mathcal{S}} \frac{n n(\tilde{s})}{n} \frac{n_{A}(\tilde{s})}{n(\tilde{s})}\right) R_{n, 1}(0,0, s) \\
+\frac{1}{\Xi_{n}} \sum_{s \in \mathcal{S}} \zeta_{n, 2}(s)+\frac{1}{\Xi_{n}} \sum_{s \in \mathcal{S}} \zeta_{n, 3}(s)+\zeta_{n, 4}
\end{array}\right],
$$

where the equality holds by the definitions of $\zeta_{n, 2}(s), \zeta_{n, 3}(s)$, and $\zeta_{n, 4}$ that appear below in (A-80), (A-82), and (A-84). First,

$$
\begin{align*}
& \zeta_{n, 2}(s) \equiv \sqrt{n}\left[\begin{array}{c}
\left(1-\sum_{\tilde{s} \in \mathcal{S}} \frac{n(\tilde{s})}{n} \frac{n_{A}(\tilde{s})}{n(\tilde{s})}\right) \frac{n(s)}{n} \frac{n_{A}(s)}{n(s)} \frac{n_{A D}(s)}{n_{A}(s)} \frac{\pi_{D(0)}(s)}{\pi_{D(1)}(s)} \\
-\left(\sum_{\tilde{s} \in \mathcal{S}} \frac{n(\tilde{s})}{n} \frac{n_{A}(\tilde{s})}{n(\tilde{s})}\right) \frac{n(s)}{n}\left(1-\frac{n_{A}(s)}{n(s)}\right) \frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}
\end{array}\right] E[Y(1) \mid A T, S=s] \\
& \stackrel{(1)}{=}\left[\begin{array}{c}
\frac{n(s)}{n}\left[-\frac{n_{A}(s)}{n(s)} \frac{n_{A D}(s)}{n_{A}(s)} \frac{\pi_{D(0)}(s)}{\pi_{D(1)}(s)}-\left(1-\frac{n_{A}(s)}{n(s)}\right) \frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right]\left(\sum_{\tilde{s} \in \mathcal{S}} \frac{n_{A}(\tilde{s})}{n(s)} R_{n, 4}(\tilde{s})\right) \\
+\left[\left(1-\pi_{A}\right) \frac{n_{A}(s)}{n(s)} \frac{n_{A D}(s)}{n_{A}(s)} \frac{\pi_{D(0)}(s)}{\pi_{D(1)}(s)}-\pi_{A}\left(1-\frac{n_{A}(s)}{n(s)}\right) \frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right] R_{n, 4}(s) \\
-\frac{n(s)}{n}\left[\frac{n_{A}(s)}{n(s)} \frac{n_{A D}(s)}{n_{A}(s)} \frac{\pi_{D(0)}(s)}{\pi_{D(1)}(s)}+\left(1-\frac{n_{A}(s)}{n(s)}\right) \frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right]\left(\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) R_{n, 3}(\tilde{s})\right) \\
+p(s)\left[\left(1-\pi_{A}\right) \frac{n_{A D}(s)}{n_{A}(s)} \frac{\pi_{D(0)}(s)}{\pi_{D(1)}(s)}+\pi_{A} \frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right] R_{n, 3}(s) \\
+\pi_{A}\left(1-\pi_{A}\right) p(s) \frac{\pi_{D(0)}(s)}{\pi_{D(1)}(s)} R_{n, 2}(1, s)-\pi_{A}\left(1-\pi_{A}\right) p(s) R_{n, 2}(2, s)
\end{array}\right] E[Y(1) \mid A T, S=s] \\
& \stackrel{(2)}{=} p(s)\left[\begin{array}{c}
-\pi_{D(0)}(s) E[Y(1) \mid A T, S=s]\left(\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) R_{n, 3}(\tilde{s})\right) \\
+\pi_{D(0)}(s) E[Y(1) \mid A T, S=s] R_{n, 3}(s)+ \\
\pi_{A}\left(1-\pi_{A}\right) \frac{\pi_{D(0)}(s)}{\pi_{D(1)}(s)} E[Y(1) \mid A T, S=s] R_{n, 2}(1, s) \\
-\pi_{A}\left(1-\pi_{A}\right) E[Y(1) \mid A T, S=s] R_{n, 2}(2, s)
\end{array}\right]+o_{p}(1), \tag{A-80}
\end{align*}
$$

where (1) holds by the definitions in (A-76), and (2) holds by Assumptions 2.1, 2.2(b), and Lemmas A. 4 and A. 5.

This implies that

$$
\frac{1}{\Xi_{n}} \sum_{s \in \mathcal{S}} \zeta_{n, 2}(s)=\frac{1}{\Xi} \sum_{s \in \mathcal{S}} p(s)\left[\begin{array}{c}
{\left[\begin{array}{c}
\pi_{D(0)}(s) E[Y(1) \mid A T, S=s] \\
-\left(\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{D(0)}(\tilde{s}) E[Y(1) \mid A T, S=\tilde{s}]\right)
\end{array}\right] R_{n, 3}(s)}  \tag{A-81}\\
+\pi_{A}\left(1-\pi_{A}\right) \frac{\pi_{D(0)}(s)}{\pi_{D(1)}(s)} E[Y(1) \mid A T, S=s] R_{n, 2}(1, s) \\
-\pi_{A}\left(1-\pi_{A}\right) E[Y(1) \mid A T, S=s] R_{n, 2}(2, s)
\end{array}\right]+o_{p}(1)
$$

Second,

$$
\begin{align*}
& \zeta_{n, 3}(s) \equiv \sqrt{n}\left[\begin{array}{c}
\left(1-\sum_{\tilde{s} \in \mathcal{S}} \frac{n(\tilde{s})}{n} \frac{n_{A}(\tilde{s})}{n(\tilde{s})}\right) \frac{n(s)}{n} \frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A D}(s)}{n_{A}(s)}\right) \\
-\left(\sum_{\tilde{s} \in \mathcal{S}} \frac{n(\tilde{s})}{n} \frac{n_{A}(\tilde{s})}{n(\tilde{s})}\right) \frac{n(s)}{n}\left(1-\frac{n_{A}(s)}{n(s)}\right)\left(1-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right) \frac{1-\pi_{D(1)}(s)}{1-\pi_{D(0)}(s)}
\end{array}\right] E[Y(0) \mid N T, S=s] \\
& \stackrel{(1)}{=}\left[\begin{array}{c}
-\frac{n(s)}{n}\left[\frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A D}(s)}{n_{A}(s)}\right)+\left(1-\frac{n_{A}(s)}{n(s)}\right)\left(1-\frac{n_{D}(s)-n_{A D}(s)}{n n(s)-n_{A}(s)}\right) \frac{1-\pi_{D(1)}(s)}{\left.1 \pi_{D}\right)}\right]\left(\sum_{\tilde{s} \in \mathcal{S}} R_{n, 4}(\tilde{s}) \frac{n_{A}(\tilde{s})}{n(s)}\right) \\
+\left[\left(1-\pi_{A}\right) \frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A D}(s)}{n_{A}(s)}\right)-\pi_{A}\left(1-\frac{n_{A}(s)}{n(s)}\right)\left(1-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right) \frac{1-\pi_{D(1)}(s)}{1-\pi_{D(0)}(s)}\right] R_{n, 4}(s) \\
-\frac{n(s)}{n}\left[\frac{n_{A}(s)}{n(s)}\left(1-\frac{n_{A D}(s)}{n_{A}(s)}\right)+\left(1-\frac{n_{A}(s)}{n(s)}\right)\left(1-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right) \frac{1-\pi_{D(1)}(s)}{1-\pi_{D(0)}(s)}\right]\left(\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) R_{n, 3}(\tilde{s})\right) \\
p(s)\left[\left(1-\pi_{A}\right)\left(1-\frac{n_{A D}(s)}{n_{A}(s)}\right)+\pi_{A}\left(1-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right) \frac{1-\pi_{D(1)}(s)}{1-\pi_{D(0)}(s)}\right] R_{n, 3}(s) \\
-p(s)\left(1-\pi_{A}\right) \pi_{A} R_{n, 2}(1, s)+p(s) \pi_{A}\left(1-\pi_{A}\right) \frac{1-\pi_{D(1)}(s)}{1-\pi_{D(0)}(s)} R_{n, 2}(2, s)
\end{array}\right] \times \\
& E[Y(0) \mid N T, S=s] \\
& \stackrel{(2)}{=} p(s)\left[\begin{array}{c}
+\left(1-\pi_{D(1)}(s)\right) E[Y(0) \mid N T, S=s] R_{n, 3}(s) \\
-\left(1-\pi_{D(1)}(s)\right) E[Y(0) \mid N T, S=s]\left(\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) R_{n, 3}(\tilde{s})\right) \\
-\pi_{A}\left(1-\pi_{A}\right) E[Y(0) \mid N T, S=s] R_{n, 2}(1, s) \\
+\pi_{A}\left(1-\pi_{A}\right) \frac{1-\pi_{D(1)}(s)}{1-\pi_{D(0)}(s)} E[Y(0) \mid N T, S=s] R_{n, 2}(2, s)
\end{array}\right]+o_{p}(1), \tag{A-82}
\end{align*}
$$

where (1) holds by the definitions in (A-76), and (2) holds by Assumptions 2.1, 2.2(b), and Lemmas A. 4 and A.5. This implies that

$$
\left.\frac{1}{\Xi} \sum_{s \in \mathcal{S}} \zeta_{n, 3}(s)=\frac{1}{\Xi} \sum_{s \in \mathcal{S}} p(s)\left[\begin{array}{c}
\left(1-\pi_{D(1)}(s)\right) E[Y(0) \mid N T, S=s]  \tag{A-83}\\
-\left(\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s})\left(1-\pi_{D(1)}(\tilde{s})\right) E[Y(0) \mid N T, S=\tilde{s}]\right)
\end{array}\right] R_{n, 3}(s)\right]+\pi_{A}\left(1-\pi_{A}\right) E[Y(0) \mid N T, S=s] R_{n, 2}(1, s), ~ o_{p}(1)
$$

Third,

$$
\begin{align*}
& \zeta_{n, 4} \equiv \frac{1}{\Xi_{n}} \sqrt{n}\left\{\begin{array}{c}
\sum_{s \in \mathcal{S}}\left(1-\sum_{\tilde{s} \in \mathcal{S}} \frac{n(\tilde{s})}{n} \frac{n_{A}(\tilde{s})}{n(\tilde{s})}\right) \frac{n(s)}{n} \frac{n_{A}(s)}{n(s)} \frac{n_{A D}(s)}{n_{A}(s)} \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{\pi_{D(1)}(s)} E[Y(1) \mid C, S=s] \\
-\sum_{s \in \mathcal{S}} \pi_{A}\left(1-\pi_{A}\right) p(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) E[Y(1) \mid C, S=s] \\
-\sum_{s \in \mathcal{S}}\left(\sum_{\tilde{s} \in \mathcal{S}} \frac{n(\tilde{s})}{n} \frac{n_{A}(\tilde{s})}{n(\tilde{s})}\right) \frac{n(s)}{n}\left(1-\frac{n_{A}(s)}{n(s)}\right)\left(1-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right) \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{1-\pi_{D(0)}(s)} E[Y(0) \mid C, S=s] \\
+\sum_{s \in \mathcal{S}} \pi_{A}\left(1-\pi_{A}\right) p(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) E[Y(0) \mid C, S=s] \\
+\sum_{s \in \mathcal{S}} \pi_{A}\left(1-\pi_{A}\right) p(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) \beta(s)-\Xi_{n} \beta
\end{array}\right\} \\
& \quad-\sum_{s \in \mathcal{S}} \frac{n(s)}{n} \frac{n_{A}(s)}{n(s)} \frac{n_{A D}(s)}{n_{A}(s)} \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{\pi_{D(1)}(s)} E[Y(1) \mid C, S=s]\left(\sum_{\tilde{s} \in \mathcal{S}} \frac{n_{A}(\tilde{s})}{n(\tilde{s})} R_{n, 4}(\tilde{s})\right) \\
& -\sum_{s \in \mathcal{S}} \frac{n(s)}{n} \frac{n_{A}(s)}{n(s)} \frac{n_{A D}(s)}{n_{A}(s)} \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{\pi_{D(1)}(s)} E[Y(1) \mid C, S=s]\left(\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) R_{n, 3}(\tilde{s})\right) \\
& +\left(1-\pi_{A}\right) \sum_{s \in \mathcal{S}} \frac{n_{A}(s)}{n(s)} \frac{n_{A D}(s)}{n_{A}(s)} \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{\pi_{D(1)}(s)} E[Y(1) \mid C, S=s] R_{n, 4}(s) \\
& +\left(1-\pi_{A}\right) \sum_{s \in \mathcal{S}} p(s) \frac{n_{A D}(s)}{n_{A}(s)} \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{\pi_{D(1)}(s)} E[Y(1) \mid C, S=s] R_{n, 3}(s) \\
& \stackrel{(1)}{=} \frac{1}{\Xi_{n}}\left\{\begin{array}{c} 
\\
\quad+\left(1-\pi_{A}\right) \sum_{s \in \mathcal{S}} p(s) \pi_{A} \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{\pi_{D(1)}^{(s)}} E[Y(1) \mid C, S=s] R_{n, 2}(1, s) \\
-\sum_{s \in \mathcal{S}} \frac{n(s)}{n}\left(1-\frac{n_{A}(s)}{n(s)}\right)\left(1-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right) \frac{\pi_{D(1)(s)-\pi_{D(0)}(s)}^{1-\pi_{D(0)}(s)}}{n^{2}} E[Y(0) \mid C, S=s]\left(\sum_{\tilde{s} \in \mathcal{S}} \frac{n_{A}(\tilde{s})}{n(\tilde{s})} R_{n, 4}(\tilde{s})\right)
\end{array}\right. \\
& -\sum_{s \in \mathcal{S}} \frac{n(s)}{n}\left(1-\frac{n_{A}(s)}{n(s)}\right)\left(1-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right) \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{1-\pi_{D(0)}(s)} E[Y(0) \mid C, S=s]\left(\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) R_{n, 3}(\tilde{s})\right) \\
& -\pi_{A} \sum_{s \in \mathcal{S}}\left(1-\frac{n_{A}(s)}{n(s)}\right)\left(1-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right) \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{1-\pi_{D(0)}(s)} E[Y(0) \mid C, S=s] R_{n, 4}(s) \\
& +\pi_{A} \sum_{s \in \mathcal{S}} p(s)\left(1-\frac{n_{D}(s)-n_{A D}(s)}{n(s)-n_{A}(s)}\right) \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{1-\pi_{D(0)}(s)} E[Y(0) \mid C, S=s] R_{n, 3}(s) \\
& +\pi_{A} \sum_{s \in \mathcal{S}} p(s)\left(1-\pi_{A}\right) \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{1-\pi_{D(0)}(s)} E[Y(0) \mid C, S=s] R_{n, 2}(2, s)-\beta \sqrt{n}\left(\Xi_{n}-\Xi\right) \\
& \stackrel{(2)}{=} \frac{1}{\Xi}\left[\begin{array}{c}
\pi_{A}\left(1-\pi_{A}\right) \sum_{s \in \mathcal{S}}\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right)(\beta(s)-\beta) R_{n, 4}(s) \\
+\left(1-\pi_{A}\right) \sum_{s \in \mathcal{S}} p(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) E[Y(1) \mid C, S=s] R_{n, 3}(s) \\
+\pi_{A} \sum_{s \in \mathcal{S}} p(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) E[Y(0) \mid C, S=s] R_{n, 3}(s) \\
-\beta \sum_{s \in \mathcal{S}} p(s)\left\{\begin{array}{c}
\left(1-\pi_{A}\right) \pi_{D(1)}(s)-\pi_{A} \sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{D(1)}(\tilde{s}) \\
+\pi_{A} \pi_{D(0)}(s)-\left(1-\pi_{A}\right) \sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) \pi_{D(0)}(\tilde{s})
\end{array}\right\} R_{n, 3}(s) \\
-\pi_{A} \sum_{s \in \mathcal{S}} p(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) E[Y(1) \mid C, S=s]\left(\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) R_{n, 3}(\tilde{s})\right) \\
-\left(1-\pi_{A}\right) \sum_{s \in \mathcal{S}} p(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) E[Y(0) \mid C, S=s]\left(\sum_{\tilde{s} \in \mathcal{S}} p(\tilde{s}) R_{n, 3}(\tilde{s})\right) \\
+\pi_{A}\left(1-\pi_{A}\right) \sum_{s \in \mathcal{S}} p(s) \frac{\pi_{D(1)(s)-\pi_{D(0)}(s)}^{\pi_{D(1)}(s)} E[Y(1) \mid C, S=s] R_{n, 2}(1, s)}{-\beta \pi_{A}\left(1-\pi_{A}\right) \sum_{s \in \mathcal{S}} p(s) R_{n, 2}(1, s)+\beta \pi_{A}\left(1-\pi_{A}\right) \sum_{s \in \mathcal{S}} p(s) R_{n, 2}(2, s)} \\
+\pi_{A}\left(1-\pi_{A}\right) \sum_{s \in \mathcal{S}} p(s) \frac{\pi_{D(1)}(s)-\pi_{D(0)}(s)}{1-\pi_{D(0)}(s)} E[Y(0) \mid C, S=s] R_{n, 2}(2, s)
\end{array}\right]+o_{p}(1), \tag{A-84}
\end{align*}
$$

where (1) holds by the definitions in (A-76), and (2) holds by Assumptions 2.1 and 2.2(b), and Lemmas A. 4 and A. 5. From these results, the following derivation follows.

$$
\begin{aligned}
& \sqrt{n}\left(\hat{\beta}_{2 \mathrm{~s}}-\beta\right)=
\end{aligned}
$$

where the equality holds by (A-76), (A-79), (A-81), (A-83), and (A-84), and where $(\beta(s), \gamma(s))$ are defined as in (A-45). The desired result then follows from (A-85) and Lemma A.5.

Proof of Theorem 5.2. Note that Assumption 2.1, 2.2(b), and 2.3(c), Lemma A.4, and (A-45) and (A-46), imply that
$\hat{V}_{A}^{2 \mathrm{~s}} \xrightarrow{p} V_{A}^{2 \mathrm{~s}}$. The desired result follows from this and Theorem 3.2.
Proof of Theorem 5.3. This result follows from elementary convergence arguments and Theorems 5.1 and 5.2.

## A. 6 Proofs of results in Section 6

Proof of Theorem 6.1. Note that (6.2) is a consequence of Theorems 3.1, 4.1, and 5.1. To complete the proof, it suffices to show (6.3).

Fix $s \in \mathcal{S}_{2}$ arbitrarily. By (6.1), there is a set $\left\{s_{j}(s) \in \mathcal{S}_{1}\right\}_{j=1}^{J(s)}$ (dependent on $s$ ) s.t. $\left\{S_{2}=s\right\}=\cup_{j=1}^{J(s)}\left\{S_{1}=s_{j}(s)\right\}$. Then, consider the following derivation.

$$
\begin{align*}
& V\left[Y(1) \mid A T, S_{2}=s\right] \pi_{D(0)}(s) \\
& \stackrel{(1)}{=} \sum_{j=1}^{J(s)}\left[V\left[Y(1) \mid A T, S_{1}=s_{j}(s)\right]+\left(E\left[Y(1) \mid A T, S_{1}=s_{j}(s)\right]-E\left[Y(1) \mid A T, S_{2}=s\right]\right)^{2}\right] \pi_{D(0)}\left(s_{j}(s)\right) \frac{p\left(s_{j}(s)\right)}{p(s)} \\
& =\left\{\begin{array}{c}
\sum_{j=1}^{J(s)} V\left[Y(1) \mid A T, S_{1}=s_{j}(s)\right] \pi_{D(0)}\left(s_{j}\right) \frac{p\left(s_{j}(s)\right)}{p(s)}+ \\
\sum_{j=1}^{J(s)} E\left[Y(1) \mid A T, S_{1}=s_{j}(s)\right]^{2} \pi_{D(0)}\left(s_{j}(s)\right) \frac{p\left(s_{j}(s)\right)}{p(s)}-E\left[Y(1) \mid A T, S_{2}=s\right]^{2} \pi_{D(0)}(s)
\end{array}\right\}, \tag{A-86}
\end{align*}
$$

where (1) follows from the law of total variance. By a similar argument,

$$
\begin{align*}
& V\left[Y(0) \mid N T, S_{2}=s\right]\left(1-\pi_{D(1)}(s)\right) \\
& =\left\{\begin{array}{c}
\sum_{j=1}^{J(s)} V\left[Y(0) \mid N T, S_{1}=s_{j}(s)\right]\left(1-\pi_{D(1)}\left(s_{j}(s)\right)\right) \frac{p\left(s_{j}(s)\right)}{p(s)}+ \\
\sum_{j=1}^{J(s)} E\left[Y(0) \mid N T, S_{1}=s_{j}(s)\right]^{2}\left(1-\pi_{D(1)}(s)\right) \frac{p\left(s_{j}(s)\right)}{p(s)}-E\left[Y(0) \mid N T, S_{2}=s\right]^{2}\left(1-\pi_{D(1)}(s)\right)
\end{array}\right\} \tag{A-87}
\end{align*}
$$

and, for $d=\{0,1\}$,

$$
V\left[Y(d) \mid C, S_{2}=s\right]\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right)=\left\{\begin{array}{c}
\sum_{j=1}^{J(s)} V\left[Y(d) \mid C, S_{1}=s_{j}(s)\right]\left(\pi_{D(1)}\left(s_{j}(s)\right)-\pi_{D(0)}\left(s_{j}(s)\right)\right) \frac{p\left(s_{j}(s)\right)}{p(s)}+  \tag{A-88}\\
\sum_{j=1}^{J(s)} E\left[Y(d) \mid C, S_{1}=s_{j}(s)\right]^{2}\left(\pi_{D(1)}\left(s_{j}(s)\right)-\pi_{D(0)}\left(s_{j}(s)\right)\right) \frac{p\left(s j_{j}(s)\right)}{p(s)} \\
-E\left[Y(d) \mid C, S_{2}=s\right]^{2}\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right)
\end{array}\right\} .
$$

For $a=1,2$, let $V_{1, a}$ be equal to $V_{Y, 1}^{\mathrm{sat}}+V_{D, 1}^{\mathrm{sat}}$ for RCT with strata $\mathcal{S}_{a}$. Next, consider the following derivation.

$$
\begin{align*}
& V_{1,2} \stackrel{(1)}{=} \frac{1}{\pi_{A} P(C)^{2}} \sum_{s \in \mathcal{S}_{2}} p(s)\left[\begin{array}{c}
V\left[Y(1) \mid A T, S_{2}=s\right] \pi_{D(0)}(s)+V\left[Y(0) \mid N T, S_{2}=s\right]\left(1-\pi_{D(1)}(s)\right) \\
+V\left[Y(1) \mid C, S_{2}=s\right]\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) \\
+\left(E\left[Y(1) \mid C, S_{2}=s\right]-E\left[Y(1) \mid A T, S_{2}=s\right]\right)^{2} \frac{\pi_{D(0)}(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right)}{\pi_{D(1)}(s)} \\
\left.\left.+\left[\begin{array}{c}
-\pi_{D(0)}(s)\left(E\left[Y(1) \mid C, S_{2}=s\right]-E\left[Y(1) \mid A T, S_{2}=s\right]\right) \\
+\pi_{D(1)}(s)\left(E\left[Y(0) \mid C, S_{2}=s\right]-E\left[Y(0) \mid N T, S_{2}=s\right]\right) \\
+\pi_{D(1)}(s)\left(E\left[Y(1)-Y(0) \mid C, S_{2}=s\right]-\beta\right)
\end{array}\right] \begin{array}{c}
2
\end{array}\right] \begin{array}{c}
\frac{\left(1-\pi_{D(1)(s))}\right.}{\pi_{D(1)(s)}}
\end{array}\right]
\end{array}\right] \\
& \stackrel{(2)}{=} \frac{1}{\pi_{A} P(C)^{2}} \sum_{s \in \mathcal{S}_{2}} p(s)\left[\begin{array}{c}
\sum_{j=1}^{J(s)} V\left[Y(1) \mid A T, S_{1}=s_{j}(s)\right] \pi_{D(0)}\left(s_{j}\right) \frac{p\left(s_{j}(s)\right)}{p(s)} \\
+\sum_{j=1}^{J(s)} V\left[Y(0) \mid N T, S_{1}=s_{j}(s)\right]\left(1-\pi_{D(1)}\left(s_{j}(s)\right)\right) \frac{p\left(s_{j}(s)\right)}{p(s)} \\
+\sum_{j=1}^{J(s)} V\left[Y(1) \mid C, S_{1}=s_{j}(s)\right]\left(\pi_{D(1)}\left(s_{j}(s)\right)-\pi_{D(0)}\left(s_{j}(s)\right)\right) \frac{p\left(s_{j}(s)\right)}{p(s)} \\
+\sum_{j=1}^{J(s)} E\left[Y(1) \mid A T, S_{1}=s_{j}(s)\right]^{2} \pi_{D(0)}\left(s_{j}(s)\right) \frac{p\left(s_{j}(s)\right)}{p(s)} \\
+\sum_{j=1}^{J(s)} E\left[Y(0) \mid N T, S_{1}=s_{j}(s)\right]^{2}\left(1-\pi_{D(1)}(s)\right) \frac{p\left(s_{j}(s)\right)}{p(s)} \\
+\sum_{j=1}^{J(s)} E\left[Y(1) \mid C, S_{1}=s_{j}(s)\right]^{2}\left(\pi_{D(1)}\left(s_{j}(s)\right)-\pi_{D(0)}\left(s_{j}(s)\right)\right) \frac{p\left(s_{j}(s)\right)}{p(s)} \\
-\left[\begin{array}{c}
\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right) E\left[Y(1) \mid C, S_{2}=s\right]+\pi_{D(0)}(s) E\left[Y(1) \mid A T, S_{2}=s\right] \\
+\left(1-\pi_{D(1)}(s)\right)\left(E\left[Y(0) \mid N T, S_{2}=s\right]+\beta\right) \\
+\beta^{2} \sum_{j=1}^{J(s)}\left(1-\pi_{D(1)}\left(s_{j}(s)\right)\right) \frac{p\left(s_{j}(s)\right)}{p(s)}
\end{array}\right]
\end{array}\right], \tag{A-89}
\end{align*}
$$

where (1) follows from Theorem 3.1, and (2) follows from (A-86), (A-87), and (A-88). In turn,

$$
V_{1,1} \stackrel{(1)}{=} \frac{1}{\pi_{A} P(C)^{2}} \sum_{s \in \mathcal{S}_{2}} p(s)\left[\begin{array}{c}
\sum_{j=1}^{J(s)} V\left[Y(1) \mid A T, S_{1}=s_{j}(s)\right] \pi_{D(0)}\left(s_{j}(s)\right) \frac{p\left(s_{j}(s)\right)}{p(s)} \\
+\sum_{j=1}^{J(s)} V\left[Y(0) \mid N T, S_{1}=s_{j}(s)\right]\left(1-\pi_{D(1)}\left(s_{j}(s)\right)\right) \frac{p\left(s_{j}(s)\right)}{p(s)} \\
+\sum_{j=1}^{J(s)} V\left[Y(1) \mid C, S_{1}=s_{j}(s)\right]\left(\pi_{D(1)}\left(s_{j}(s)\right)-\pi_{D(0)}\left(s_{j}(s)\right)\right) \frac{p\left(s_{j}(s)\right)}{p(s)} \\
+\sum_{j=1}^{J(s)}\left(E\left[Y(1) \mid A T, S_{1}=s_{j}(s)\right]\right)^{2} \pi_{D(0)}\left(s_{j}(s)\right) \frac{p\left(s_{j}(s)\right)}{p(s)} \\
+\sum_{j=1}^{J(s)} E\left[Y(0) \mid N T, S_{1}=s_{j}(s)\right]^{2}\left(1-\pi_{D(1)}\left(s_{j}(s)\right)\right) \frac{p\left(s_{j}(s)\right)}{p(s)} \\
+\sum_{j=1}^{J(s)}\left(E\left[Y(1) \mid C, S_{1}=s_{j}(s)\right]\right)^{2}\left(\pi_{D(1)}\left(s_{j}(s)\right)-\pi_{D(0)}\left(s_{j}(s)\right)\right) \frac{p\left(s_{j}(s)\right)}{p(s)}  \tag{A-90}\\
-\sum_{j=1}^{J(s)}\left[\begin{array}{c}
\left(\pi_{D(1)}\left(s_{j}(s)\right)-\pi_{D(0)}\left(s_{j}(s)\right)\right) E\left[Y(1) \mid C, S_{1}=s_{j}(s)\right] \\
\left.+\pi_{D(0)}\left(s_{j}(s)\right) E\left[Y(1) \mid A T, S_{1}=s_{j}(s)\right]\right) \\
+\left(1-\pi_{D(1)}\left(s_{j}(s)\right)\right)\left(E\left[Y(0) \mid N T, S_{1}=s_{j}(s)\right]+\beta\right)
\end{array}\right] \frac{p\left(s_{j}(s)\right)}{p(s)} \\
+\beta^{2} \sum_{j=1}^{J(s)}\left(1-\pi_{D(1)}\left(s_{j}(s)\right)\right) \frac{p\left(s_{j}(s)\right)}{p(s)} \\
+2 \beta \sum_{j=1}^{J(s)} E\left[Y(0) \mid N T, S_{1}=s_{j}(s)\right]\left(1-\pi_{D(1)}\left(s_{j}(s)\right)\right) \frac{p\left(s_{j}(s)\right)}{p(s)}
\end{array}\right],
$$

where (1) holds by Theorem 3.1. By (A-89) and (A-90),

$$
\begin{equation*}
V_{1,1}-V_{1,2} \stackrel{(1)}{=}-\frac{1}{\pi_{A} P(C)^{2}} \sum_{s \in \mathcal{S}_{2}} p(s) \sum_{j=1}^{J(s)} \frac{p\left(s_{j}(s)\right)}{p(s)}\left(M_{1}\left(s_{j}(s)\right)-\sum_{\tilde{j}=1}^{J(s)} M_{1}\left(s_{\tilde{j}}(s)\right) \frac{p\left(s_{\tilde{j}}(s)\right)}{p(s)}\right)^{2} \leq 0 \tag{A-91}
\end{equation*}
$$

where (1) uses the following definition:

$$
M_{1}\left(s_{j}(s)\right) \equiv\left[\begin{array}{c}
\left(\pi_{D(1)}\left(s_{j}(s)\right)-\pi_{D(0)}\left(s_{j}(s)\right)\right) E\left[Y(1) \mid C, S_{1}=s_{j}(s)\right]+\pi_{D(0)}\left(s_{j}(s)\right) E\left[Y(1) \mid A T, S_{1}=s_{j}(s)\right]  \tag{A-92}\\
+\left(1-\pi_{D(1)}\left(s_{j}(s)\right)\right)\left(E\left[Y(0) \mid N T, S_{1}=s_{j}(s)\right]+\beta\right)
\end{array}\right]
$$

For $a=1,2$, let $V_{0, a}$ be equal to $V_{Y, 0}^{\mathrm{sat}}+V_{D, 0}^{\text {sat }}$ for RCT with strata $\mathcal{S}_{a}$. By a similar argument,

$$
\begin{equation*}
V_{0,1}-V_{0,2}=-\frac{1}{\left(1-\pi_{A}\right) P(C)^{2}} \sum_{s \in \mathcal{S}_{2}} p(s) \sum_{j=1}^{J(s)} \frac{p\left(s_{j}(s)\right)}{p(s)}\left(M_{0}\left(s_{j}(s)\right)-\sum_{\tilde{j}=1}^{J(s)} M_{0}\left(s_{\tilde{j}}(s)\right) \frac{p\left(s_{\tilde{j}}(s)\right)}{p(s)}\right)^{2} \leq 0 \tag{A-93}
\end{equation*}
$$

where we use the following definition:

$$
M_{0}\left(s_{j}(s)\right) \equiv\left[\begin{array}{c}
\left(\pi_{D(1)}\left(s_{j}(s)\right)-\pi_{D(0)}\left(s_{j}(s)\right)\right) E\left[Y(0) \mid C, S_{1}=s_{j}(s)\right]+  \tag{A-94}\\
\left(1-\pi_{D(1)}\left(s_{j}(s)\right)\right) E\left[Y(0) \mid N T, S_{1}=s_{j}(s)\right]+\pi_{D(0)}\left(s_{j}(s)\right)\left(E\left[Y(1) \mid A T, S_{1}=s_{j}(s)\right]-\beta\right)
\end{array}\right]
$$

For $a=1,2$, let $V_{H, a}$ be equal to $V_{H}^{\text {sat }}$ for RCT with strata $\mathcal{S}_{a}$. By Theorem 3.1,

$$
\begin{align*}
V_{H, 2} & =\frac{1}{P(C)^{2}} \sum_{s \in \mathcal{S}_{2}} p(s)\left(\pi_{D(1)}(s)-\pi_{D(0)}(s)\right)^{2}\left(E\left[Y(1)-Y(0) \mid C, S_{2}=s\right]-\beta\right)^{2} \\
& \stackrel{(1)}{=} \frac{1}{P(C)^{2}} \sum_{s \in \mathcal{S}_{2}} p(s)\left(\sum_{j=1}^{J(s)}\left(\pi_{D(1)}\left(s_{j}(s)\right)-\pi_{D(0)}\left(s_{j}(s)\right)\right)\left(E\left[Y(1)-Y(0) \mid C, S_{1}=s_{j}(s)\right]-\beta\right) \frac{p\left(s_{j}(s)\right)}{p(s)}\right)^{2} \\
& \stackrel{(2)}{=} \frac{1}{P(C)^{2}} \sum_{s \in \mathcal{S}_{2}} p(s)\left(\sum_{j=1}^{J(s)} \frac{p\left(s_{j}(s)\right)}{p(s)} M_{H}\left(s_{j}(s)\right)\right)^{2} \tag{A-95}
\end{align*}
$$

where (1) follows from the LIE, and (2) uses the following definition:

$$
\begin{equation*}
M_{H}\left(s_{j}(s)\right) \equiv\left(\pi_{D(1)}\left(s_{j}(s)\right)-\pi_{D(0)}\left(s_{j}(s)\right)\right)\left(E\left[Y(1)-Y(0) \mid C, S_{1}=s_{j}(s)\right]-\beta\right) \tag{A-96}
\end{equation*}
$$

In turn,

$$
\begin{equation*}
V_{H, 1}=\frac{1}{P(C)^{2}} \sum_{s \in \mathcal{S}_{2}} p(s) \sum_{j=1}^{J(s)} \frac{p\left(s_{j}(s)\right)}{p(s)}\left(M_{H}\left(s_{j}(s)\right)\right)^{2} \tag{A-97}
\end{equation*}
$$

By (A-96) and (A-97),

$$
\begin{equation*}
V_{H, 1}-V_{H, 2}=\frac{1}{P(C)^{2}} \sum_{s \in \mathcal{S}_{2}} p(s) \sum_{j=1}^{J(s)} \frac{p\left(s_{j}(s)\right)}{p(s)}\left(M_{H}\left(s_{j}(s)\right)-\sum_{\tilde{j}=1}^{J(s)} \frac{p\left(s_{\tilde{j}}(s)\right)}{p(s)} M_{H}\left(s_{\tilde{j}}(s)\right)\right)^{2} \geq 0 \tag{A-98}
\end{equation*}
$$

To conclude the proof, consider the following argument.
$V_{\mathrm{sat}, 2}-V_{\mathrm{sat}, 1} \stackrel{(1)}{=} V_{1,2}+V_{0,2}+V_{H, 2}-V_{1,1}-V_{0,1}-V_{H, 1}$

$$
\begin{aligned}
& \stackrel{(2)}{=} \frac{1}{P(C)^{2}} \sum_{s \in \mathcal{S}_{2}} \sum_{j=1}^{J(s)} p(s) \frac{p\left(s_{j}(s)\right)}{p(s)}\left[\begin{array}{c}
\frac{1}{\pi_{A}}\left(M_{1}\left(s_{j}(s)\right)-\sum_{\tilde{j}=1}^{J(s)} M_{1}\left(s_{\tilde{j}}(s)\right) \frac{p\left(s_{\tilde{j}}(s)\right)}{p(s)}\right)^{2} \\
\frac{1}{\left(1-\pi_{A}\right)}\left(M_{0}\left(s_{j}(s)\right)-\sum_{\tilde{j}=1}^{J(s)} M_{0}\left(s_{\tilde{j}}(s)\right) \frac{p\left(s_{\tilde{j}}(s)\right)}{p(s)}\right)^{2} \\
-\left(M_{H}\left(s_{j}(s)\right)-\sum_{\tilde{j}=1}^{J(s)} M_{H}\left(s_{\tilde{j}}(s)\right) \frac{p\left(s_{\tilde{j}}(s)\right)}{p(s)}\right)^{2}
\end{array}\right] \\
& \stackrel{(3)}{=} \frac{1}{P(C)^{2}} \sum_{s \in \mathcal{S}_{2}} p(s)\left[\begin{array}{c}
\frac{1}{\pi_{A}} \sum_{j=1}^{J(s)} \frac{p\left(s_{j}(s)\right)}{p(s)}\binom{M_{0}\left(s_{j}(s)\right)+M_{H}\left(s_{j}(s)\right)+\beta}{-\sum_{\tilde{j}=1}^{J(s)}\left(M_{0}\left(s_{\tilde{j}}(s)\right)+M_{H}\left(s_{\tilde{j}}(s)\right)+\beta\right) \frac{p\left(s_{\tilde{j}}(s)\right)}{p(s)}}^{2} \\
+\frac{1}{\left(1-\pi_{A}\right)} \sum_{j=1}^{J(s)} \frac{p\left(s_{j}(s)\right)}{p(s)}\left(M_{0}\left(s_{j}(s)\right)-\sum_{\tilde{j}=1}^{J(s)} M_{0}\left(s_{\tilde{j}}(s)\right) \frac{p\left(s_{\tilde{j}}(s)\right)}{p(s)}\right)^{2} \\
-\sum_{j=1}^{J(s)} \frac{p\left(s_{j}(s)\right)}{p(s)}\left(M_{H}\left(s_{j}(s)\right)-\sum_{\tilde{j}=1}^{J(s)} M_{H}\left(s_{\tilde{j}}(s)\right) \frac{p\left(s_{\tilde{j}}(s)\right)}{p(s)}\right)^{2}
\end{array}\right] \\
& =\frac{1}{\pi_{A} P(C)^{2}} \sum_{s \in \mathcal{S}_{2}} p(s)\left[\begin{array}{c}
\sum_{j=1}^{J(s)} \frac{p\left(s_{j}(s)\right)}{p(s)}\binom{\frac{M_{0}\left(s_{j}(s)\right)}{\sqrt{1-\pi_{A}}}+\sqrt{1-\pi_{A}} M_{H}\left(s_{j}(s)\right)}{-\sum_{\tilde{j}=1}^{J(s)}\left(\frac{M_{0}\left(s_{j}(s)\right)}{\sqrt{1-\pi_{A}}}+\sqrt{1-\pi_{A}} M_{H}\left(s_{\tilde{j}}(s)\right) \frac{p\left(s_{\tilde{j}}(s)\right)}{p(s)}\right.}^{2}
\end{array}\right] \geq 0,
\end{aligned}
$$

as required by (6.3), where (1) follows from Theorem 3.1, (2) follows from (A-91), (A-93), and (A-98), and (3) follows from (A-92), (A-94), and (A-96), as it implies that $M_{1}\left(s_{j}(s)\right)=M_{0}\left(s_{j}(s)\right)+M_{H}\left(s_{j}(s)\right)+\beta$.

Proof of Theorem 6.2. Note that (6.5) is a consequence of Theorems 3.1, 4.1, and 5.1. It then suffices to show that $V_{\mathrm{sat}}$ and the primitive parameters can be consistently estimated as in Theorems 3.2 and A.4 based on $\left\{\left(Y_{i}, Z_{i}, S_{i}, A_{i}\right)\right\}_{i=1}^{n_{P}}$ with $S_{i}=S\left(Z_{i}\right)$ for all $i=1, \ldots, n_{P}$. To this end, it suffices to show that $\left\{\left(Y_{i}(1), Y_{i}(0), Z_{i}, D_{i}(1), D_{i}(0)\right)\right\}_{i=1}^{n_{P}}$, $\left\{A_{i}\right\}_{i=1}^{n_{P}}$, and $\left\{S_{i}\right\}_{i=1}^{n_{P}}$ satisfy Assumptions 2.1 and 2.2 with strata function $S: \mathcal{Z} \rightarrow \mathcal{S}$.

Note that Assumption 2.1 in the hypothetical RCT follows from the fact that the data in the pilot RCT is an i.i.d. sample from the same underlying population. Second, note that Assumption 2.2(b) in the hypothetical RCT is directly imposed in the statement.

To conclude, we show Assumption 2.2(a) in the hypothetical RCT. We use $W_{i} \equiv\left(Y_{i}(1), Y_{i}(0), Z_{i}, D_{i}(1), D_{i}(0)\right)$ for all $i=1, \ldots, n_{P}$. By Assumption 2.2(a) in the pilot RCT,

$$
\begin{equation*}
P\left(\left\{\left(A_{i}, W_{i}\right)\right\}_{i=1}^{n_{P}} \mid\left\{S_{i}^{P}\right\}_{i=1}^{n_{P}}\right)=P\left(\left\{A_{i}\right\}_{i=1}^{n_{P}} \mid\left\{S_{i}^{P}\right\}_{i=1}^{n_{P}}\right) P\left(\left\{W_{i}\right\}_{i=1}^{n_{P}} \mid\left\{S_{i}^{P}\right\}_{i=1}^{n_{P}}\right) . \tag{A-99}
\end{equation*}
$$

Since $\left\{S_{i}^{P}\right\}_{i=1}^{n_{P}}$ is determined by $\left\{Z_{i}\right\}_{i=1}^{n_{P}}$ via $S_{i}^{P}=S^{P}\left(Z_{i}\right)$, (A-99) implies that

$$
\frac{P\left(\left\{\left(A_{i}, W_{i}\right)\right\}_{i=1}^{n_{P}}\right)}{P\left(\left\{S_{i}^{P}\right\}_{i=1}^{n_{P}}\right)}=P\left(\left\{A_{i}\right\}_{i=1}^{n} \mid\left\{S_{i}^{P}\right\}_{i=1}^{n}\right) \frac{P\left(\left\{W_{i}\right\}_{i=1}^{n_{P}}\right)}{P\left(\left\{S_{i}^{P}\right\}_{i=1}^{n_{P}}\right)},
$$

and so

$$
\begin{equation*}
P\left(\left\{A_{i}\right\}_{i=1}^{n_{P}} \mid\left\{W_{i}\right\}_{i=1}^{n_{P}}\right)=P\left(\left\{A_{i}\right\}_{i=1}^{n_{P}} \mid\left\{S_{i}^{P}\right\}_{i=1}^{n_{P}}\right) . \tag{A-100}
\end{equation*}
$$

Next, consider the following derivation for any arbitrary $\left\{s_{i}\right\}_{i=1}^{n_{P}} \in \mathcal{S}^{n_{P}}$.

$$
\begin{align*}
& P\left(\left\{A_{i}\right\}_{i=1}^{n_{P}} \mid\left\{S_{i}\right\}_{i=1}^{n_{P}}=\left\{s_{i}\right\}_{i=1}^{n_{P}}\right) \\
& =\int_{\left\{w_{i}\right\}_{i=1}^{n_{P}}:\left\{S_{i}\right\}_{i=1}^{n_{P}}=\left\{s_{i}\right\}_{i=1}^{n_{P}}} P\left(\left\{A_{i}\right\}_{i=1}^{n} \mid\left\{W_{i}\right\}_{i=1}^{n_{P}}=\left\{w_{i}\right\}_{i=1}^{n_{P}}\right) d P\left(\left\{U_{i}\right\}_{i=1}^{n_{P}}=\left\{w_{i}\right\}_{i=1}^{n_{P}} \mid\left\{S_{i}\right\}_{i=1}^{n_{P}}=\left\{s_{i}\right\}_{i=1}^{n_{P}}\right) \\
& =\int_{\left\{w_{i}\right\}_{i=1}^{n_{P}}:\left\{\left(S_{i}, S_{i}^{p}\right)\right\}_{i=1}^{n_{P}=\left\{\left(s_{i}, s_{i}^{P}\right)\right\}_{i=1}^{n_{P}}}}\left[\begin{array}{c}
P\left(\left\{A_{i}\right\}_{i=1}^{n} \mid\left\{U_{i}\right\}_{i=1}^{n_{P}}=\left\{w_{i}\right\}_{i=1}^{n_{P}}\right) \\
d P\left(\left\{U_{i}\right\}_{i=1}^{n_{P}}=\left\{w_{i}\right\}_{i=1}^{n_{P}} \mid\left\{S_{i}\right\}_{i=1}^{n_{P}}=\left\{s_{i}\right\}_{i=1}^{n_{P}},\left\{S_{i}^{P}\right\}_{i=1}^{n_{P}}=\left\{s_{i}^{P}\right\}_{i=1}^{n_{P}}\right)
\end{array}\right] \\
& \stackrel{(1)}{=} \int_{\left\{w_{i}\right\}_{i=1}^{n_{P}}:\left\{\left(S_{i}, S_{i}^{p}\right)\right\}_{i=1}^{n_{P}}=\left\{\left(s_{i}, s_{i}^{P}\right)\right\}_{i=1}^{n_{P}}}\left[\begin{array}{c}
P\left(\left\{A_{i}\right\}_{i=1}^{n} \mid\left\{U_{i}\right\}_{i=1}^{n_{P}}=\left\{w_{i}\right\}_{i=1}^{n_{P}}\right) \\
d P\left(\left\{U_{i}\right\}_{i=1}^{n_{P}}=\left\{w_{i}\right\}_{i=1}^{n_{P}} \mid\left\{\left(S_{i}, S_{i}^{p}\right)\right\}_{i=1}^{n_{P}}=\left\{\left(s_{i}, s_{i}^{P}\right)\right\}_{i=1}^{n_{P}}\right)
\end{array}\right] \\
& \stackrel{(2)}{=} \int_{\left\{w_{i}\right\}_{i=1}^{n_{P}}:\left\{\left(S_{i}, S_{i}^{p}\right)\right\}_{i=1}^{n_{P}}=\left\{\left(s_{i}, s_{i}^{P}\right)\right\}_{i=1}^{n_{P}}}\left[\begin{array}{c}
P\left(\left\{A_{i}\right\}_{i=1}^{n_{P}} \mid\left\{S_{i}^{P}\right\}_{i=1}^{n_{P}}=\left\{s_{i}^{P}\right\}_{i=1}^{n_{P}}\right) \\
d P\left(\left\{U_{i}\right\}_{i=1}^{n_{P}}=\left\{w_{i}\right\}_{i=1}^{n_{P}} \mid\left\{\left(S_{i}, S_{i}^{p}\right)\right\}_{i=1}^{n_{P}}=\left\{\left(s_{i}, s_{i}^{P}\right)\right\}_{i=1}^{n_{P}}\right)
\end{array}\right] \\
& =P\left(\left\{A_{i}\right\}_{i=1}^{n_{P}} \mid\left\{S_{i}^{P}\right\}_{i=1}^{n_{P}}=\left\{s_{i}^{P}\right\}_{i=1}^{n_{P}}\right) \text {, } \tag{A-101}
\end{align*}
$$

where (1) holds by (6.4), and so the values of $\left\{s_{i}^{P}\right\}_{i=1}^{n_{P}}$ are determined by $\left\{s_{i}\right\}_{i=1}^{n_{P}}$, and (2) holds by (A-100). By combining (A-100) and (A-101), the desired result follows.

Proof of Theorem 6.3. We only prove both results for the SAT IV estimator. The proof of the second result for the other IV estimators is identical under $\tau(s)=0$ for all $s \in \mathcal{S}$. Using the notation in the statement, the asymptotic variance of the SAT IV estimator is

$$
V_{\mathrm{sat}}=\frac{1}{P(C)^{2}} \sum_{s \in \mathcal{S}} p(s)\left(\frac{\Pi_{1}(s)}{\pi_{A}(s)}+\frac{\Pi_{2}(s)}{1-\pi_{A}(s)}\right)+V_{H}^{\mathrm{sat}}
$$

Then, (6.6) follows from minimizing the expression with respect to $\left\{\pi_{A}(s): s \in \mathcal{S}\right\}$. In turn, (6.8) follows from a similar minimization under the restriction imposed by Assumption 2.3(c).

To conclude, note that the CMT implies the consistency of the plug-in estimators based on (6.6) and (6.8).
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[^1]:    ${ }^{1}$ See Rosenberger and Lachin (2016) for a textbook treatment focused on clinical trials and Duflo et al. (2007) and Bruhn and McKenzie (2008) for reviews focused on development economics.
    ${ }^{2}$ Under imperfect compliance, the literature also considers other parameters, such as the intention to treat, defined as ITT $=E[Y \mid A=1]-E[Y \mid A=0]$, or the average treatment effect on the treated, defined as TOT $=E[Y(1)-Y(0) \mid D=1]$. In this paper, we prefer the LATE over these alternative parameters. First, it can be shown that ITT $=\mathrm{LATE} \times P(D=A)$. Unlike the ITT, the LATE represents the average treatment effect for a subset of the population (i.e., the compliers), which makes it preferable. Second, it can be shown that TOT = LATE if there are no "always takers", i.e., individuals who adopt the treatment regardless of the assignment. However, if always takers are present, the TOT is not identified under our assumptions.

[^2]:    ${ }^{3}$ This finding extends the results obtained by Bugni et al. $(2018,2019)$ to the case of imperfect compliance.
    ${ }^{4}$ An example of this is the proof of Lemma A.5, where we modify the arguments in Bugni et al. (2018, Lemma B.2) to allow for the presence of imperfect compliance.

[^3]:    ${ }^{5}$ Assumption 2.3(b) is slightly weaker than Bugni et al. (2019, Assumption 4.1(c)) in that we require the condition holding w.p.a. 1 instead of a.s. We establish that the w.p.a. 1 version of the assumption is sufficient to establish all of our formal results.

[^4]:    ${ }^{6}$ Note that Assumption 2.3(c) imposes a constant treatment assignment probability. In principle, we could generalize our analysis at the expense of substantially complicating the notation.

[^5]:    ${ }^{7}$ As discussed in earlier sections, the ITT is equal to the LATE multiplied by $P(C)=0.7$.
    ${ }^{8}$ We have also conducted simulations in a case in which there is homogeneity across strata for all types. These results are omitted for brevity and available upon request.
    ${ }^{9}$ This is the main difference with the simulations in which there is homogeneity across strata for all types. In that case, $V_{A}^{2 s}=0$ and thus all estimators under consideration have the same asymptotic variance under SRS and SBR.

[^6]:    ${ }^{10}$ The data are publicly available at https://www. aeaweb.org/articles?id=10.1257/app. 20160597.

[^7]:    ${ }^{11}$ Following the paper, we consider an account used if the owner has made at least one deposit during the RCT. We have also explored alternative definitions of usage, and we obtained qualitatively similar findings.
    ${ }^{12}$ In this RCT, $D_{i}(0)=0$ and so there are no always takers. As a consequence, the LATE coincides with the TOT, i.e., $E[Y(1)-Y(0) \mid D=1]$.

