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Abstract

This paper studies identification of partial differences of nonseparable structural functions. A model is defined which admits structural functions exhibiting a degree of monotonicity with respect to a latent variate. The model identifies partial differences when there are instrumental values of covariates over which the latent variate exhibits a local quantile invariance, and a local order condition holds. The result is useful when covariates exhibit discrete variation, as arises often in practice, and when restricting latent variates and covariates to be statistically independent is unpalatable. The results are illustrated with data from the returns-to-schooling study of Angrist and Krueger [1991. Does compulsory schooling attendance affect schooling and earnings? Quarterly Journal of Economics 106, 979–1014].
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1. Introduction

1.1. Nonseparability

Models that permit latent variates to be nonseparable\(^1\) from a structural function are capable of capturing important aspects of economic behaviour. When data are generated by structures in which there is nonseparability, a possibility which it is difficult to exclude a
priori, responses to changes in observable variables have nondegenerate distributions across economic agents. Understanding the distribution of response as well as average response is important in many policy contexts.

Consider for example a model for observable outcomes $Y_1$ and $Y_2$ in which nonseparable structural functions are permitted:

$$Y_1 = h_1(Y_2, Z, \varepsilon_1, \varepsilon_2),$$

$$Y_2 = h_2(Z, \varepsilon_2).$$

Here $Z$ is a list of covariates and $\varepsilon_1$ and $\varepsilon_2$ are latent random variables. Such a model can arise for example in the context of a study of returns to schooling with $Y_1$ denoting the log wage and $Y_2$ denoting a measure of investment in schooling. The model admits structures in which the change in $h_1$ that arises when $Y_2$ alone is altered, the “pure” effect of schooling, is permitted to depend on $\varepsilon_1$ and $\varepsilon_2$ and so to be stochastic.

This paper proposes weak restrictions under which there is identification of characteristics of a nonseparable structural function, such as $h_1$ above, at well-defined values of latent variates. A construction is employed that allows for the possibility that covariates exhibit discrete variation.

Discrete covariates arise frequently in econometric practice, as binary indicators or counts of events. One aim of this paper is to understand the limitations that discrete variation places on the class of structural characteristics that can be identified.

The paper focuses on identification of a particular class of structural characteristics, namely values of partial differences of a structural function, that is differences in the values yielded by a structural function when all arguments but one are held constant and the remaining argument takes two distinct values. These are structural characteristics which, unlike partial derivatives, can feasibly be identified without parametric restrictions when covariates exhibit discrete variation. The results also apply when there is continuous variation and limiting arguments produce existing results on the nonparametric identification of partial derivatives of structural functions.

1.2. Identifying restrictions

A structural characteristic is identified only in the context of a model which places restrictions on admissible structures. Since the interpretation of all econometric analysis is contingent upon identifiability which necessarily rests on some untestable restrictions, it is prudent to base identifiability on weak restrictions. This motivates the conditions proposed here which include neither parametric restrictions nor the requirement that latent variates and covariates be independently distributed.

If, additionally, parametric restrictions are imposed then the value of a local characteristic (for example the slope of a chord of a structural function over some interval) may be equal to the value of a global characteristic (for example the slope of a parametric linear structural function). Then the force of the parametric restriction is to allow identification of the value of the global characteristic from information provided by just local, discrete variation in covariates.

Classical identification conditions impose restrictions on the covariation of latent variates and covariates and limit the sensitivity of structural functions to variation in certain covariates. The focus of this paper on the restrictions on structures required to
identify partial differences of structural functions allows the role played by these conditions to be seen rather clearly.

Under very weak conditions, which do not include these classical identification conditions, differences of structural functions are identifiable. The classical identification conditions just described ensure that certain identifiable differences of structural functions are partial differences, that is differences obtained by varying just one argument of a structural function.

The classical “rank” condition, when viewed entirely in the context of the study of identification of differences, ensures that an identifiable partial difference is obtained by comparing values of a structural function at two distinct points. If the rank condition fails to hold then the partial difference is necessarily zero.

1.3. Quantile functions

A key to progress in the study of identification when latent variates may be nonseparable from structural functions is understanding that an analysis that proceeds in terms of conditional quantile functions is well suited to the nature of the problem considered.

For \( \tau \in (0, 1) \) the conditional \( \tau \)-quantile of \( A \) given a vector of covariates \( B = b \) is defined as

\[
Q_{A|B}(\tau|b) \equiv \inf \{ q \in \mathbb{R} : F_{A|B}(q|b) \geq \tau \},
\]

where \( F_{A|B}(a|b) \equiv P[A \leq a|B = b] \) is the conditional distribution function of \( A \) given \( B = b \). For all \( b \) at which \( h(a,b) \) is a nondecreasing function of \( a \) there is the following equivariance property:

\[
Q_{h(A,B)|B}(\tau|b) = h(Q_{A|B}(\tau|b), b).
\]

Because of this property, restrictions imposed on the covariate driven variation of conditional quantiles of a latent variate given covariates can have implications for the information about a structural function contained in conditional quantiles of outcomes given covariates, as long as the function is restricted to exhibit a degree of monotonic variation with respect to the latent variate. That sort of monotonicity restriction is an essential element in the restrictions that define the identifying model of this paper.

1.4. Identifying restrictions (continued)

Consider identification of a partial difference of a nonseparable structural function \( h_1 \) which delivers the value of an outcome \( Y_1 \) as follows:

\[ Y_1 = h_1(Y_2, Z, \varepsilon_1, \varepsilon_2). \]

The arguments of the function are two latent random variables, \( \varepsilon_1 \) and \( \varepsilon_2 \), a list of covariates, \( Z \), and a continuously distributed outcome \( Y_2 \) which may not be distributed independently of \( \varepsilon_1 \). This outcome is determined by a “reduced form” equation

\[ Y_2 = h_2(Z, \varepsilon_2) \quad (1) \]

involving the latent variate variate \( \varepsilon_2 \) which may appear in the structural function \( h_1 \).
The variate \( \varepsilon_2 \) is normalised, uniformly distributed on \((0, 1)\) independent of \(Z\). Under this normalisation:

\[
P[\varepsilon_2 \leq F_{Y_2|Z}(y_2|z)] = F_{Y_2|Z}(y_2|z) = P[Q_{Y_2|Z}(\varepsilon_2|z) \leq y_2]
\]

the third expression here arising on inverting the distribution function in the first expression. Since, in view of (1),

\[
F_{Y_2|Z}(y_2|z) = P[h_2(z, \varepsilon_2) \leq y_2]
\]

it is clear on comparing (2) and (3) that, under the normalisation adopted for the distribution of \( \varepsilon_2 \), the function \( h_2 \) can be defined to be the conditional quantile function of \( Y_2 \) given \( Z \), with its probability argument replaced by \( \varepsilon_2 \), that is:

\[
h_2(z, \varepsilon_2) \equiv Q_{Y_2|Z}(\varepsilon_2|z).
\]

This definition is employed henceforth.

The variates \( \varepsilon_1 \) and \( \varepsilon_2 \) are not required to be independently distributed and \( \varepsilon_1 \) may not be distributed independently of \( Z \). \( Y_2 \) is scalar in the main development of the results. The case in which there may be many endogenous arguments of \( h_1 \) is addressed in Section 5.8.

Define

\[
\tilde{e}_1(z) \equiv Q_{\varepsilon_1|Z}(\tau_1|\tau_2, z),
\]

where \( \tilde{\tau}_1 \) and \( \tilde{\tau}_2 \) are probabilities in \((0, 1)\). Note that since \( \varepsilon_2 \) is uniformly distributed on \((0, 1)\), \( \tilde{\tau}_2 \) is the \( \tilde{\tau}_2 \)-quantile of \( \varepsilon_2 \).

The partial differences whose identification is studied have the following form:

\[
\Delta = h_1(y_2', z, \tilde{e}_1(z), \tilde{\tau}_2) - h_1(y_2', z, \tilde{e}_1(z), \tilde{\tau}_2).
\]

Two types of additional restrictions define the model considered in this paper.

First there are restrictions on admissible structural functions \( h_1 \), specifically that: admissible \( h_1 \) exhibit monotonic variation with respect to the latent variate \( \varepsilon_1 \), normalised nondecreasing, and that there is a degree of insensitivity to some variation in values of covariates. The number of latent variates appearing in the structural function is required to be no larger than the number of observable outcomes, two in the case considered here.\(^2\) This restriction is essential if characteristics of a structural function at particular values of latent variates are to be identified without imposing strong restrictions. The restriction can be dropped if one is content to identify certain average structural functions.\(^3\)

The second type of restriction limits the variation in the conditional quantile \( \tilde{e}_1(z) \) as covariate values vary.

The restrictions on \( Z \)-driven variation in \( \tilde{e}_1(z) \) and on \( Z \)-driven variation in the structural function \( h_1 \) are both required to hold for variations in \( Z \) confined to a set of instrumental values. This set may be nondenumerable, but when there are discrete covariates it may be denumerable. The membership of the set of instrumental values may

\(^2\)This number of latent variates, \( R \), is the irreducible number that remain after combination free of outcomes and covariates. Thus a structural function

\[
h(Y_2, Z, \varepsilon_1, \varepsilon_2, \varepsilon_3) = \exp(\theta + \varepsilon_2)Y_2 + \beta Z + \varepsilon_1 + \varepsilon_3
\]

involving three latent variables has \( R = 2 \) because \( \varepsilon_1 \) and \( \varepsilon_3 \) can be combined, free of \( Y_2 \) and \( Z \).

\(^3\)Imbens and Newey (2003) study identification of average structural functions in nonseparable models with many latent variates.
depend upon the chosen probabilities, \( \bar{\tau}_1 \) and \( \bar{\tau}_2 \), which define the conditional quantiles of \( \bar{\varepsilon}_1 \) and \( \bar{\varepsilon}_2 \).

The set of instrumental values, \( \bar{V} \subseteq \mathbb{R}^K \), is required to be such that:

1. \( \bar{\varepsilon}_1(z) \) is invariant with respect to variation in \( z \in \bar{V} \), and,
2. for any \( \{z', z''\} \in \bar{V} \),
   \[
   h_1(y'_2, z', \bar{\varepsilon}_1, \bar{\tau}_2) = h_1(y''_2, z'', \bar{\varepsilon}_1, \bar{\tau}_2),
   \]
   where \( \bar{\varepsilon}_1 \) is the common value of \( \bar{\varepsilon}_1(z) \) for \( z \in \bar{V} \). This is like the order condition of Koopmans et al. (1950). It would be satisfied if some elements of \( z \) were excluded from \( h_1 \) and only these elements varied within \( \bar{V} \).

In Section 4 a theorem is stated and proved which defines a model and asserts the following:

1. If \( z', z'' \) and \( z^* \) belong to a set of instrumental values, \( \bar{V} \), then the model identifies the partial difference:
   \[
   h_1(y'_2, z^*, \bar{\varepsilon}_1, \bar{\tau}_2) - h_1(y''_2, z^*, \bar{\varepsilon}_1, \bar{\tau}_2),
   \]
   which is invariant with respect to choice of \( z^* \in \bar{V} \). Here \( y'_2 \) and \( y''_2 \) are, respectively, \( h_2(z', \bar{\tau}_2) \) and \( h_2(z'', \bar{\tau}_2) \).
2. All admissible structures in which the partial difference (4) takes a particular value, say \( a \), generate distributions for \( Y_1 \) and \( Y_2 \) given \( Z \) such that the difference in conditional quantiles:
   \[
   Q_{Y_1|Y_2,Z}(\bar{\tau}_1|Q_{Y_1|Z}(\bar{\tau}_1|Z), z') - Q_{Y_1|Y_2,Z}(\bar{\tau}_1|Q_{Y_1|Z}(\bar{\tau}_1|Z), z'')
   \]
   takes the same value, \( a \), for any \( \{z', z''\} \in \bar{V} \). Here \( Q_{Y_1|Y_2,Z} \) and \( Q_{Y_2|Z} \) are conditional quantile functions of, respectively, \( Y_1 \) given \( Y_2 \) and \( Z \), and of \( Y_2 \) given \( Z \). This identifies the partial difference in Eq. (4).

Eq. (5) immediately suggests an estimator of the value of the partial difference (4) constructed using estimators of the conditional quantile functions that appear there.

1.5. Plan of the paper

Section 2 reviews related literature. Section 3 defines concepts used in the paper and states and proves a lemma which is helpful in determining whether a model identifies a structural characteristic.

Section 4 defines a model and states and proves theorems which assert that the model identifies values of, and partial differences of, structural functions in which one argument is endogenous.

Section 5 examines a number of issues including: the way in which a classical analysis via instrumental variables is subsumed in the analysis of this paper; over- and just-identification; identification of partial derivatives of structural functions; identification of partial differences with respect to covariates and identification of partial differences when there are many endogenous variables.
Section 6 illustrates the results using some of the data employed in Angrist and Krueger (1991).

2. Related literature

The study of identification dates from the start of the discipline of econometrics. Early work on the topic was largely confined to the study of the identifying power of parametric, mainly linear, models under conditions requiring latent variates and covariates to be mean independent. Notable contributions are contained in Working (1925), Working (1927), Tinbergen (1930), Frisch (1934, 1938), Hurwicz (1950), Koopmans and Reiersøl (1950), Koopmans et al. (1950), Fisher (1959, 1961, 1966) and Wegge (1965). Morgan (1990) reviews the early contributions. Hurwicz (1950) is a particularly notable paper because it puts in place, at an early stage in the development of econometrics, the framework used in the modern analysis of nonparametric and partial identification.4

Until the early 1970s much econometric analysis dealt with aggregate market or national data. One would not expect such data to be generated by highly nonlinear structures and so the focus of the study of identification on simple parametric models and indeed on linear models was apposite.

The microeconometrics revolution of the 1970s wrought a major change, bringing new interest in the study of the behaviour of individual economic agents who may face wide variations in conditions under which choices are made, leading to consideration of structures in which nonlinearity is an essential and interesting element. Economic theory provides little guidance concerning the precise forms of nonlinear structural equations and responses of heterogeneous agents to changes in values of arguments of structural functions are plausibly heterogeneous. These considerations led to interest in nonparametric identification in nonseparable models which is the subject of this paper.

Roehrig (1988) addressed this topic, studying global identification of smooth structural functions when latent variates and covariates are independently distributed and there is continuous variation in covariates and outcomes.5 Newey (1999) study global identification under certain conditional mean independence conditions and the restriction that latent variates are additively separable. Imbens and Newey (2003) study global identification in triangular nonseparable models under the restriction that latent variates and covariates are independently distributed. They dispense with the smoothness restrictions imposed in Roehrig (1988). Matzkin (2003), like this paper, considers how the information contained in conditional quantile functions bears on the identifiability of characteristics of nonseparable structures dealing with the case in which arguments of structural functions are exogenous.

Chesher (2003) studies local identification of partial derivatives of nonseparable smooth structural functions in triangular models when there are restrictions on iterated conditional quantiles of latent variates. Independence of latent variates and covariates is not required. When covariates exhibit discrete variation nonparametric identification of partial derivatives is infeasible. This paper focusses on local identification of partial differences of nonseparable structural functions in triangular models with discrete variation in

---

4The Cowles Commission Monograph No. 10 in which Hurwicz’s remarkable paper appears is available at the Cowles Foundation web site (http://cowles.econ.yale.edu/P/cm/m10/index.htm).

5Benkhard and Berry (2006) reports an error in Roehrig (1988) and Matzkin (2005) provides a correction.
covariates. In smooth models with continuous variation in covariates, limiting arguments applied to the results presented here lead to the results given in Chesher (2003). Endogenous variables are required to be continuously distributed. Chesher (2005) gives some interval identification results for discrete endogenous variable models.

3. Structures, models and identification

This section makes precise the definition of a structure and of the identification of a structural characteristic and states and proves a lemma which is helpful in determining whether a model identifies a structural characteristic.

Following Hurwicz (1950), a structure is defined as:

1. a system of equations delivering a unique value of a vector outcome, \( Y \equiv \{Y_m\}_{m=1}^M \), given a value of a vector covariate, \( Z \equiv \{Z_k\}_{k=1}^K \) and a value of a vector of latent variates, \( \varepsilon \equiv \{\varepsilon_r\}_{r=1}^R \), and,
2. a conditional distribution function, \( F_{Y|Z} \) for absolutely continuously distributed latent variates given the covariates.

Each such structure implies a conditional distribution for \( Y \) given \( Z \): \( F_{Y|Z} \). Identification issues arise because distinct structures may generate the same distribution function \( F_{Y|Z} \). Such structures are termed observationally equivalent. No amount of data can distinguish amongst observationally equivalent structures.

A model comprises restrictions on admissible structures. A structural characteristic\(^\text{7}\) is a functional \( \theta(S) \) of a structure, \( S \). A model identifies a structural characteristic \( \theta(S) \) in a structure \( S_0 \) if that characteristic has the same value in all structures admitted by the model and observationally equivalent to \( S_0 \) (Koopmans and Reiersøl, 1950). A structural characteristic \( \theta(S) \) is uniformly identified by a model if it is identifiable for every structure \( S \) admitted by the model.

It is helpful to have a simple means of determining whether a model uniformly identifies a structural characteristic. This is provided by the following lemma.

**Lemma.** Consider a model, let \( S^o \) be the set of structures admitted by the model such that \( \theta(S) = a \) and let \( A \) be the set of all values of \( \theta(S) \) generated by admissible structures. Let \( F_{Y|Z}^S \) denote the conditional distribution function generated by a structure \( S \). Suppose there exists a single valued functional of the conditional distribution function of \( Y \) given \( Z \), \( \mathcal{G}(F_{Y|Z}) \), such that for each \( a \in A \), \( \mathcal{G}(F_{Y|Z}^S) = a \) for all \( S \in S^o \). Then \( \theta(S) \) is uniformly identified by the model.

**Proof.** Consider any value \( a_0 \in A \) and any structure \( S_0 \) with \( \theta(S_0) = a_0 \) and let \( S_0^o \) be the set of structures observationally equivalent to \( S_0 \). Consider any \( S' \in S_0^o \) and let \( \theta(S') = a' \). If a functional \( \mathcal{G} \) with the stated property exists then \( \mathcal{G}(F_{Y|Z}^{S'}) = a' \) and \( \mathcal{G}(F_{Y|Z}^{S_0}) = a_0 \). Since \( S' \) and \( S_0 \) are observationally equivalent \( F_{Y|Z}^{S'} = F_{Y|Z}^{S_0} \) and therefore \( a' = a_0 \). Therefore, if a functional \( \mathcal{G} \) with the stated property exists then, for any \( a_0 \in A \), all structures

---

\(^6\)This departs slightly from Hurwicz (1950) in that the role of covariates, \( Z \), is made explicit and latent variates are required to have absolutely continuous distributions.

\(^7\)The term “structural characteristic” is due to Koopmans and Reiersøl (1950). Hurwicz (1950) used the term “criterion”.
observationally equivalent to any structure $S_0$ with $\theta(S_0) = a_0$ have the same value, $a_0$, of the structural characteristic, and so $\theta(S)$ is uniformly identified by the model. □

If, for a model and structural characteristic, such a functional can be found then uniform identification of the structural feature by the model is assured and there is a clear route to estimation via the analog principle.8

4. Identification of a partial difference

This section defines a model that identifies a partial difference of a nonseparable structural function with respect to an endogenous variable.

In the case considered in this section only one of the arguments of the structural function is endogenous. The extension to the case in which there are many endogenous variables is discussed in Section 5.8. Identification of partial differences with respect to a covariate is discussed in Section 5.7.

Four restrictions are now introduced and then two theorems are stated and proved.

First there are some definitions. Let $Y_1$ and $Y_2$ be scalar random variables; let $Z \equiv \{Z_k\}_{k=1}^K$ be a list of covariates; let $\varepsilon_1$ and $\varepsilon_2$ be continuously distributed unobservable scalar random variables with $\varepsilon_2$ distributed uniformly on $(0, 1)$ independently of $Z$. Let $Q_{\varepsilon_1|z}(t|\varepsilon_2, z)$ denote the conditional $t$-quantile of $\varepsilon_1$ given $\varepsilon_2 = e_2$ and $Z = z$.

Consider $\bar{\tau}_1 \equiv \{\tau_1, \bar{\tau}_2\} \subset (0, 1) \times (0, 1)$, and a set of instrumental values of the covariates $Z$, $\hat{V} \subseteq \mathfrak{M}_K$, whose membership may depend upon the value of $\tau$.

Define the following iterated conditional quantile:

$$\tilde{e}_1(z) \equiv Q_{\varepsilon_1|\varepsilon_2}(\bar{\tau}_1|\bar{\tau}_2, z).$$

(6)

The restrictions are now introduced.

Restriction 1. The value of the outcome $Y_1$ is uniquely determined by the structural equation

$$Y_1 = h_1(Y_2, Z, \varepsilon_1, \varepsilon_2)$$

(7)

and $Y_2$ is continuously distributed given $Z = z$ for all $z \in \hat{V}$.

Remark. The continuously distributed outcome $Y_2$ is determined by the equation:

$$Y_2 = h_2(Z, \varepsilon_2),$$

(8)

where $\varepsilon_2$ is normalised uniformly distributed on $(0, 1)$ independently of $Z$ and $h_2(Z, \varepsilon_2) \equiv Q_{Y_2|Z}(\varepsilon_2|Z)$. Necessarily $Y_2$ conditional on $Z$ has the distribution function $F_{Y_2|Z}$ which is the inverse function of $Q_{Y_2|Z}$. Eq. (8) constitutes a “reduced form” equation for $Y_2$ suitable for consideration of identification when latent variables may be nonseparable. Define the following values of $Y_1$ and $Y_2$:

$$\tilde{y}_2(z) \equiv h_2(z, \bar{\tau}_2),$$

(9)

$$\tilde{y}_1(z) \equiv h_1(\tilde{y}_2(z), z, \tilde{e}_1(z), \bar{\tau}_2).$$

(10)

Restriction 2 (Monotonicity). For $z \in \hat{V}$, $h_1(y_2(z), z, e_1, \bar{\tau}_2)$ is a monotonic function of $e_1$, normalised nondecreasing.

8See Manski (1988). For example one could use $\mathcal{G}(F_{Y_2|Z}^S)$ or $\mathcal{G}(F_{Y_2|Z}^S)$ as estimates of $\theta(S)$. 
**Restriction 3** *(Quantile invariance).* For all \(\{z',z''\} \in \tilde{V}\)
\[
\tilde{e}_1(z') = \tilde{e}_1(z'') \equiv \tilde{e}_1.
\]

**Restriction 4** *(Order condition).* For all \(\{z',z''\} \in \tilde{V}\)
\[
h_1(p_2(z'),z',\tilde{e}_1,\tau_2) = h_1(p_2(z'),z'',\tilde{e}_1,\tau_2).
\]

Theorem 1 asserts the identifiability of the value delivered by the structural function \(h_1\) at well-defined values of its arguments.

**Theorem 1.** *Under Restrictions 1 and 2, for \(z \in \tilde{V}\) and any \(a:\)
\[
\tilde{y}_1(z) = a \Rightarrow \int_{Y_1|Y_2} \tilde{e}_1(z) \int_{Y_2|Z} (\tilde{e}_1|\tilde{Y}_2|z) = a
\]
and the model defined by Restrictions 1 and 2 uniformly identifies \(\tilde{y}_1(z)\) for \(z \in \tilde{V}\).

**Proof of Theorem 1.** Substitute for \(Y_2\) in Eq. (7) giving
\[
Y_1 = h_1(h_2(Z,\tilde{e}_2),Z,\tilde{e}_1,\tilde{e}_2)
\]
and evaluate the right-hand side at \(\tilde{e}_2 = \tilde{e}_2\) and \(Z = z\) and consider variations in \(\tilde{e}_1\). Restriction 2 and the equivariance property of quantiles imply that, for any \(z \in \tilde{V}\), since \(\tilde{e}_1(z)\) is the \(\tilde{e}_1\)-quantile of \(\tilde{e}_1\) given \(\tilde{e}_2 = \tilde{e}_2\) and \(Z = z\),
\[
h_1(h_2(z,\tilde{e}_2),z,\tilde{e}_1(z),\tilde{e}_2) = \int_{Y_1|\tilde{e}_2,z} \tilde{e}_1(z) \int_{Y_2|Z} (\tilde{e}_1|\tilde{Y}_2|z).
\]

Consider the right-hand side of Eq. (11). Since \(\tilde{y}_2(z) \equiv h_2(z,\tilde{e}_2)\) and \(Y_2\) is continuously distributed given \(Z = z \in \tilde{V}\), the events \(\tilde{e}_2 = \tilde{e}_2 \cap Z = z\) and \((Y_2 = \tilde{y}_2(z) \cap Z = z)\) are identical, so conditioning on \(\tilde{e}_2 = \tilde{e}_2\) and \(Z = z\) is the same as conditioning on \(Y_2 = \tilde{y}_2(z)\) and \(Z = z\). Therefore
\[
\int_{Y_1|\tilde{e}_2,z} \tilde{e}_1(z) \int_{Y_2|Z} (\tilde{e}_1|\tilde{Y}_2|z).
\]

Considering the left-hand side of Eq. (11) there is by virtue of (9) and (10)
\[
h_1(h_2(z,\tilde{e}_2),z,\tilde{e}_1(z),\tilde{e}_2) = \int_{Y_1|\tilde{e}_2,z} \tilde{e}_1(z) \int_{Y_2|Z} (\tilde{e}_1|\tilde{Y}_2|z) \equiv \tilde{y}_1(z)
\]
and therefore
\[
\tilde{y}_1(z) = \int_{Y_1|\tilde{e}_2,z} \tilde{e}_1(z) \int_{Y_2|Z} (\tilde{e}_1|\tilde{Y}_2|z),
\]
in which \(p_2(z)\) can be replaced by \(\int_{Y_2|Z} (\tilde{e}_2|\tilde{Y}_2|z)\) giving:
\[
\tilde{y}_1(z) = \int_{Y_1|\tilde{e}_2,z} \int_{Y_2|Z} (\tilde{e}_1|\tilde{Y}_2|z).
\]

It follows that, for any \(z \in \tilde{V}\) and any \(a:\)
\[
\tilde{y}_1(z) = a \Rightarrow \int_{Y_1|\tilde{e}_2,z} \int_{Y_2|Z} (\tilde{e}_1|\tilde{Y}_2|z).
\]

Applying the lemma of Section 3 gives the result of Theorem 1. This ends the Proof of Theorem 1.

Theorem 2 concerns the identification of a partial difference of the structural function \(h_1\) with respect to a finite variation in \(Y_2\).

\textsuperscript{9}Note that if \(Y_2\) has a discrete distribution this conclusion would not be true because there could be many values of \(\tilde{e}_2\) yielding the same value of \(p_2(z)\). The case in which \(Y_2\) is discrete is considered in Chesher (2005).
Let $z', z''$ and $z^*$ be values of the covariates $Z$. Define the quantile function difference, $\tilde{\Delta}_Q(z', z'')$, and structural function difference, $\tilde{\Delta}_h(z', z'', z^*)$ as follows:

$$\tilde{\Delta}_Q(z', z'') \equiv Q_{Y_1|Y_2;Z}(\tau_1|Q_{Y_2;Z}(\tau_2|Z), z') - Q_{Y_1|Y_2;Z}(\tau_1|Q_{Y_2;Z}(\tau_2|Z), z''),$$

(14)

$$\tilde{\Delta}_h(z', z'', z^*) = h_1(\tilde{y}_2(z'), z^*, \tilde{e}_1, \tilde{e}_2) - h_1(\tilde{y}_2(z''), z^*, \tilde{e}_1, \tilde{e}_2).$$

(15)

Note that $\tilde{\Delta}_h(z', z'', z^*)$ is a partial difference of the structural function $h_1$ with respect to the finite variation $\tilde{y}_2(z'') \to \tilde{y}_2(z')$.

**Theorem 2.** Under Restrictions 1–4, for $\{z', z'', z^*\} \in \tilde{V}$, the structural function difference, $\tilde{\Delta}_h(z', z'', z^*)$, is invariant with respect to $z^*$. For any $a$

$$\tilde{\Delta}_h(z', z'', z^*) = a \Rightarrow \tilde{\Delta}_Q(z', z'') = a$$

and the model defined by Restrictions 1–4 uniformly identifies the structural function partial difference $\tilde{\Delta}_h(z', z'', z^*)$.

**Proof of Theorem 2.** Restriction 3 and Eq. (13) imply that for $z \in \tilde{V}$

$$\tilde{y}_1(z) = h_1(\tilde{y}_2(z), z, \tilde{e}_1, \tilde{e}_2).$$

(16)

Restriction 4 implies that, for any $z \in \tilde{V}$ the second appearance of $z$ in Eq. (16) can be replaced by any $z^* \in \tilde{V}$ and so for all $\{z, z^*\} \in \tilde{V}$ there is

$$\tilde{y}_1(z) = h_1(\tilde{y}_2(z), z^*, \tilde{e}_1, \tilde{e}_2).$$

Therefore the structural function difference $\tilde{\Delta}_h(z', z'', z^*)$ is invariant with respect to $z^*$, that is:

$$\tilde{\Delta}_h(z', z'', z^*) = \tilde{y}_1(z') - \tilde{y}_1(z'').$$

Theorem 1 implies that each component of the structural function difference $\tilde{\Delta}_h(z', z'', z^*)$ is identified as follows:

$$\tilde{y}_1(z') = a' \Rightarrow Q_{Y_1|Y_2;Z}(\tau_1|Q_{Y_2;Z}(\tau_2|Z), z') = a',$$

$$\tilde{y}_1(z'') = a'' \Rightarrow Q_{Y_1|Y_2;Z}(\tau_1|Q_{Y_2;Z}(\tau_2|Z), z'') = a''$$

and therefore,

$$\tilde{\Delta}_h(z', z'', z^*) = b \Rightarrow \tilde{\Delta}_Q(z', z'') = b,$$

which, using Lemma 1, completes the proof of Theorem 2. □

5. Remarks and extensions

5.1. Rank condition, weak instruments and parametric restrictions

The identification result of Theorem 2 is useful only if the “rank condition”, $\tilde{y}_2(z') \neq \tilde{y}_2(z'')$ holds, for otherwise the partial difference considered in the theorem is necessarily zero.

The partial differences that can be identified depend on the content of the set of instrumental values and the strength of the relationship between $Y_2$ and $Z$. If there are just
two admissible instrumental values, for example if \( Z \) is a single binary covariate, then for any choice of \( \bar{\tau}_2 \) only two values of \( Y_2 \) can be generated and only one partial difference can be identified. Even if there are many instrumental values in \( \tilde{V} \), if \( Z \) has only a weak effect on \( Y_2 \) then the partial differences of \( h_1 \) that can be identified will pertain to small finite variations in \( Y_2 \) and will be restricted to a small range of values of \( Y_2 \). These issues are revisited in Section 6.

If \( h_1 \) is a smooth function of \( Y_2 \) then the slope of a \( Y_2 \)-chord of the structural function, that is:

\[
\frac{\bar{\Delta}_{h_1}(z', z'')}{\bar{y}_2(z') - \bar{y}_2(z'')},
\]

can be identified as long as the rank condition is satisfied.\(^{10}\)

Additional parametric restrictions are helpful but will rarely have secure foundation in economic theory. If \( h_1 \) is restricted to be linear in \( Y_2 \), with a coefficient that may depend upon \( Z \) and \( \varepsilon_2 \), then just two instrumental values are sufficient to globally identify the value of this coefficient at a value of \( Z \) and a value of \( \varepsilon_2 \). By extension, if \( h_1 \) is restricted to be a polynomial function of \( Y_2 \) of degree \( G \) then \( G + 1 \) distinct instrumental values may be sufficient to identify the coefficients of the polynomial.

### 5.2. Discrete outcomes

The identification result of Theorem 2 holds when the outcome \( Y_1 \) is discrete or continuous. The case in which \( Y_2 \) is discrete is not covered by the theorem. When \( Y_2 \) is discrete the function \( h_2 \) is constant over ranges of \( \varepsilon_2 \) and so the relationship between \( \bar{\varepsilon}_2 \) and \( y_2(z) \) is not one-to-one and Eq. (12), essential in the proof of Theorem 1, does not hold. Chesher (2005) shows that under an additional monotonicity restriction there can be interval identification of a structural partial difference in this case.

### 5.3. Estimation

Quantile regression estimation methods reviewed in Koenker (2005) can be employed to estimate the values of partial differences identified by the theorem.

Estimation could be parametric, semi- or nonparametric depending on the extent of additional restrictions imposed. For parametric estimation, see Koenker and Bassett (1978), Koenker and d’Orey (1987); for semiparametric estimation see for example Chaudhuri et al. (1997), Kahn (2001) and Lee (2003); for nonparametric estimation, see for example Chaudhuri (1991). The sampling properties of the chosen estimator will depend upon restrictions on structures additional to those considered in this paper.

The software suite \( R \) (Ihaka and Gentleman, 1996) contains the quantreg library written by Koenker which implements parametric linear and nonlinear quantile regression procedures. The facility offered by quantreg to calculate weighted quantile regression estimators allows easy calculation of locally linear quantile regression estimators and thus a route to calculation of nonparametric quantile regression estimates.

\(^{10}\)Here and later the argument \( z^* \) of \( \bar{\Delta}_{h_1} \) is suppressed because under Restrictions 1–4 \( \bar{\Delta}_{h_1} \) is invariant with respect to \( z^* \).
5.4. Instrumental variables

In the classical analysis of the identifying power of parametric models it is common to consider “exclusion” restrictions, the variables excluded from the structural function of interest being termed “instrumental variables”. This case falls within the scope of Theorem 2.

Partition \( Z \) into two subsets, \( Z_{inc} \) and \( Z_{exc} \) and suppose there are restrictions excluding \( Z_{exc} \) (the instrumental variables) from the structural function \( h_1 \). Define

\[
z' = \{z_{inc}', z_{exc}'\}, \quad z'' = \{z_{inc}'', z_{exc}''\}
\]

where, note, the value of \( Z_{inc} \) is \( z_{inc}' \) in both \( z' \) and \( z'' \) which ensures that the order Restriction 4 is satisfied.

If the quantile invariance Restriction 3 is satisfied, that is:

\[
Q_{c_1|c_2}(\bar{\tau}_1|\bar{\tau}_2, z') = Q_{c_1|c_2}(\bar{\tau}_1|\bar{\tau}_2, z'') \equiv \tilde{e}_1
\]

then the partial difference

\[
h_1(\bar{y}_2(z'), z^*, \tilde{e}_1, \bar{\tau}_2) - h_1(\bar{y}_2(z''), z^*, \tilde{e}_1, \bar{\tau}_2)
\]

is identified for any \( z^* \in \tilde{V} \). Note that in this nonparametric analysis of identification of a partial difference the sensitivity of \( Q_{c_1|c_2}(\bar{\tau}_1|\bar{\tau}_2, z_{inc}) \) to variations in \( z_{inc} \) is not subject to any restrictions because \( z_{inc} \) is held constant at \( z_{inc}' \). However, dependence of \( Q_{c_1|c_2}(\bar{\tau}_1|\bar{\tau}_2, z_{inc}) \) on \( z_{inc} \) does bear on the interpretation of \( \tilde{e}_1 \) and thus of the structural partial difference.

5.5. Over- and just-identification

There is over-identification of the value of a structural partial difference, \( \bar{\Delta}_{h_1}(z', z'', z^*) \), when there are two or more distinct pairs of instrumental values, say: \( \{z', z''\} \) and \( \{z^+, z^{++}\} \), for which Restrictions 1–4 are satisfied, such that \( \bar{y}_2(z') = \bar{y}_2(z^+) \) and \( \bar{y}_2(z'') = \bar{y}_2(z^{++}) \). Otherwise the partial difference is just-identified in the sense that weakening any of Restrictions 1–4 results in loss of identification.

When there is over-identification there is scope for improving the efficiency of estimation by combining alternative estimates, based on different pairs of instrumental values, for example using a minimum distance estimator. There is also scope for testing a subset of the identifying restrictions.

5.6. Smooth structures and identification of derivatives

If the \( Y_2 \) partial derivative of the structural function exists, and \( Z \) can vary continuously in the set of instrumental values inducing continuous variation in \( Y_2 \) then, by considering the limiting behaviour of \( \bar{\Delta}_{h_1}(z', z'')/(\bar{y}_2(z') - \bar{y}_2(z'')) \), the identification of a value of the \( Y_2 \)-derivative of \( h_1 \) can be achieved, yielding the result given in Chesher (2003).

To see this, consider the case in which all elements of \( z' \) and \( z'' \) are identical except for one, denoted by \( z_{\Delta} \). Consider the slope of a \( Y_2 \)-chord of \( h_1 \) obtained by moving from \( z' \) to \( z'' \), inducing a movement from \( \bar{y}_2(z') \) to \( \bar{y}_2(z'') \), and suppose the rank condition, \( \bar{y}_2(z') \neq \bar{y}_2(z'') \),...
If the limit exists then

\[ A(z', z'') = \frac{\Delta h_i(z', z'')}{\tilde{y}_2(z') - \tilde{y}_2(z'')} \]

and consider its limit (assumed to exist) as \( z' \to z'' \). Let the limiting value be denoted by \( \bar{z} \) and suppose that all values \( z \) encountered on passing to the limit lie in a set of instrumental values.

Define

\[ B(\bar{z}) = \lim_{z' \to \bar{z}} A(z', z''). \]

If the limit exists then

\[ B(\bar{z}) = \frac{\Delta h_i(z', z'')/(z'_\Delta - z''_\Delta)}{(\tilde{y}_2(z') - \tilde{y}_2(z''))/(z'_\Delta - z''_\Delta)}. \]

Then, if the required limits exist,

\[ B(\bar{z}) = \frac{\lim_{z' \to \bar{z}} (\Delta h_i(z', z'')/(z'_\Delta - z''_\Delta))}{\lim_{z' \to \bar{z}} ((\tilde{y}_2(z') - \tilde{y}_2(z''))/(z'_\Delta - z''_\Delta))} \]

and therefore:

\[ B(\bar{z}) = \frac{\nabla_{z_\Delta} h_1(\tilde{y}_2(z), z, \tilde{e}_1, \tilde{e}_2)|_{z = \bar{z}}}{\nabla_{z_\Delta} \tilde{y}_2(z)|_{z = \bar{z}}} \]

\[ = \frac{\nabla_{z_\Delta} h_1(y_2, z, \tilde{e}_1, \tilde{e}_2)|_{y_2 = y_2(\bar{z}), z = \bar{z}}}{\nabla_{z_\Delta} \tilde{y}_2(z)|_{z = \bar{z}}} + \frac{\nabla_{z_\Delta} Q_{Y_1|Y_2}(\tilde{\tau}_1|Q_{Y_2}|\tilde{\tau}_2, \bar{z}) \nabla_{z_\Delta} Q_{Y_1|Y_2}(\tilde{\tau}_1|Q_{Y_2}|\tilde{\tau}_2 | z) \nabla_{z_\Delta} Q_{Y_1|Y_2}(\tilde{\tau}_1|Q_{Y_2}|\tilde{\tau}_2 | z) \nabla_{z_\Delta} Q_{Y_1|Y_2}(\tilde{\tau}_1|Q_{Y_2}|\tilde{\tau}_2 | z)}{\nabla_{z_\Delta} \tilde{y}_2(z)|_{z = \bar{z}}} \]

the second line, following on applying the chain rule, noting that \( z_\Delta \) affects \( h_1 \) in (18) directly and via \( \tilde{y}_2(z) \).

Under conditions given in Chesher (2003) the values of the derivatives in (19) are uniformly identified by derivatives of conditional quantile functions of outcomes given covariates, and so the structural partial derivative (17) is identified because for any \( b \),

\[ B(\bar{z}) = b \Rightarrow \nabla_{z_\Delta} Q_{Y_1|Y_2}(\tilde{\tau}_1|Q_{Y_2}|\tilde{\tau}_2 | z) \]

where these quantile function derivatives are defined as follows:

\[ \nabla_{z_\Delta} Q_{Y_1|Y_2}(\tilde{\tau}_1|Q_{Y_2}|\tilde{\tau}_2 | z) = \nabla_{z_\Delta} Q_{Y_1|Y_2}(\tilde{\tau}_1|Q_{Y_2}|\tilde{\tau}_2 | z), \]

\[ \nabla_{z_\Delta} Q_{Y_1|Y_2}(\tilde{\tau}_1|Q_{Y_2}|\tilde{\tau}_2 | z) = \nabla_{z_\Delta} Q_{Y_1|Y_2}(\tilde{\tau}_1|Q_{Y_2}|\tilde{\tau}_2 | z), \]

\[ \nabla_{z_\Delta} Q_{Y_1|Y_2}(\tilde{\tau}_1|Q_{Y_2}|\tilde{\tau}_2 | z) = \nabla_{z_\Delta} Q_{Y_1|Y_2}(\tilde{\tau}_1|Q_{Y_2}|\tilde{\tau}_2 | z). \]
5.7. Partial differences with respect to covariates

Partial differences of the structural function \( h_1 \) with respect to a covariate, that is an element of \( Z \), are identified by a model similar to that used earlier with slightly modified Restrictions.

Consider a single element \( Z_\diamond \), denote remaining elements of \( Z \) by \( Z_\lozenge \), and suppose there exists a set of instrumental values \( \tilde{V} \) with elements \( z \) written as

\[
z = (z_\diamond, z_\lozenge)
\]

such that the following two conditions hold:

1. For all \( \{z', z''\} \in \tilde{V} \),
   \[
   \bar{y}_2(z') = \bar{y}_2(z'') \Rightarrow \bar{e}_1(z') = \bar{e}_1(z'').
   \]
2. For all \( \{z', z''\} \in \tilde{V} \),
   \[
   h_1(\bar{y}_2, z'_\diamond, z'_\lozenge, \bar{e}_1, \bar{e}_2) = h_1(\bar{y}_2, z''_\diamond, z''_\lozenge, \bar{e}_1, \bar{e}_2).
   \]

Here the dependence of \( h_1 \) on \( z_\diamond \) and \( z_\lozenge \) is made explicit in the notation.

For \( \{z', z'', z^*\} \in \tilde{V} \) define:

\[
\widetilde{\Delta}_{h_1, Z_\diamond}(z'_\diamond, z''_\diamond, z^*_\lozenge) \equiv h_1(\bar{y}_2, z'_\diamond, z^*_\lozenge, \bar{e}_1, \bar{e}_2) - h_1(\bar{y}_2, z''_\diamond, z^*_\lozenge, \bar{e}_1, \bar{e}_2).
\]

Then it can be shown that the model defined by Restrictions 1–4 and conditions (1) and (2) above uniformly identifies the partial difference \( \widetilde{\Delta}_{h_1, Z_\diamond}(z'_\diamond, z''_\diamond, z^*_\lozenge) \), which is invariant with respect to \( z^*_\lozenge \), and that for any \( a \),

\[
\widetilde{\Delta}_{h_1, Z_\diamond}(z'_\diamond, z''_\diamond, z^*_\lozenge) = a \Rightarrow \hat{\Delta}_Q(z', z'') = a,
\]

where \( \hat{\Delta}_Q(z', z'') \) is the difference of conditional quantile functions defined in Eq. (14) in Section 4.

5.8. Many endogenous variables

This section sketches the development of an identification result when a structural function has many endogenous arguments.

Consider a structural equation with \( M - 1 \) continuously distributed endogenous variables:

\[
Y_1 = h_1(Y_2, \ldots, Y_M, Z, \varepsilon_1, \ldots, \varepsilon_M).
\]

Define \( M - 1 \) “reduced form” equations

\[
Y_i = h_i(Z, \varepsilon_i, \ldots, \varepsilon_M), \quad i = 2, \ldots, M
\]

in which \( \varepsilon_2, \ldots, \varepsilon_M \) are independently uniformly distributed and distributed independently of \( Z \).

The reduced form functions \( h_2, \ldots, h_M \) are iterated conditional quantile functions in which the uniformly distributed \( \varepsilon_2, \ldots, \varepsilon_M \) appear in place of the probability arguments of
the quantile functions. The joint distribution of $Y_2, \ldots, Y_M$ given $Z$ under this definition is $F_{Y_2 \ldots Y_M | Z}$ which is the joint distribution function associated with the iterated conditional quantile functions that define the structural functions $h_2, \ldots, h_M$.

For example with $M = 3$ there is

$$h_3(Z, e_3) \equiv Q_{Y_3|Z}(e_3|Z),$$

and the joint density function of $Y_2$ and $Y_3$ given $Z$ is

$$f_{Y_2 Y_3|Z} = f_{Y_2|Y_3|Z} \times f_{Y_3|Z},$$

where $f_{Y_2|Y_3|Z}$ and $f_{Y_3|Z}$ are the density functions associated with the distribution functions $F_{Y_2|Y_3|Z}$ and $F_{Y_3|Z}$ whose inverse functions are the conditional quantile functions $Q_{Y_2|Y_3|Z}$ and $Q_{Y_3|Z}$.

Choose $\tau = \{\tau_i\}_{i=1}^M$, consider a set of instrumental values of covariates, $\mathcal{V} \subseteq \mathbb{R}^K$, define

$$\tilde{e}_i(z) \equiv Q_{e_{i2} \cdots e_{iM}|Z}(\tilde{\tau}_1, \ldots, \tilde{\tau}_M, z) \quad (20)$$

and for $i \in \{1, \ldots, M\}$, $\tilde{y}_i(z)$, $i > 1$, and $\tilde{y}_1(z)$

$$\tilde{y}_i(z) \equiv h_i(z, \tau_i, \ldots, \tau_M), \quad i = 2, \ldots, M,$$

$$\tilde{y}_1(z) \equiv h_1(\tilde{y}_2(z), \ldots, \tilde{y}_M(z), z, \tilde{e}_1(z), \tilde{\tau}_2, \ldots, \tilde{\tau}_M).$$

Restriction 2 (Monotonicity) is maintained with $h_1$ required to be monotonically varying in its $\tilde{e}_1$ argument, normalised nondecreasing. Restriction 3 (quantile invariance) is maintained with $\tilde{e}_1 = \tilde{e}_1(z)$ defined as in Eq. (20).

Suppose a $Y_j$-partial difference of $h_1$ is of interest, defined for some $\{z', z'', z^*\}$ as follows:

$$\tilde{\Delta}_{h_1, Y_j}(z', z'', z^*) \equiv h_1(\tilde{y}_2(z^*), \ldots, \tilde{y}_{j-1}(z^*), \tilde{y}_j(z'), \tilde{y}_j(z^*), \ldots, \tilde{y}_M(z^*), z^*, \tilde{e}_1, \tilde{\tau}_2, \ldots, \tilde{\tau}_M) - h_1(\tilde{y}_2(z^*), \ldots, \tilde{y}_{j-1}(z^*), \tilde{y}_j(z''), \tilde{y}_j(z''), \tilde{y}_j(z^*), \ldots, \tilde{y}_M(z^*)', z^*, \tilde{e}_1, \tilde{\tau}_2, \ldots, \tilde{\tau}_M).$$

Note that only the $Y_j$ argument varies here.

Restriction 4 (order condition) is modified requiring for all $(z', z'') \in \mathcal{V}$

$$h_1(\tilde{y}_2(z'), \ldots, \tilde{y}_{j-1}(z'), \tilde{y}_j(z'), \tilde{y}_j(z''), \tilde{y}_j(z'), \tilde{y}_j(z''), \ldots, \tilde{y}_M(z''), z', \tilde{e}_1, \tilde{\tau}_2, \ldots, \tilde{\tau}_M)$$

$$= h_1(\tilde{y}_2(z''), \ldots, \tilde{y}_{j-1}(z''), \tilde{y}_j(z''), \tilde{y}_j(z''), \tilde{y}_j(z'), \tilde{y}_j(z''), \ldots, \tilde{y}_M(z''), z'', \tilde{e}_1, \tilde{\tau}_2, \ldots, \tilde{\tau}_M).$$

Note that the $z$ argument of $\tilde{y}_j(z)$ does not vary here.

Recursively define

$$\tilde{Q}_M(z) \equiv Q_{Y_M|Z}(\tau_M|Z),$$

$$\tilde{Q}_{M-1}(z) \equiv Q_{Y_{M-1}|Y_M Z}(\tau_{M-1}, | \tilde{Q}_M(z), z),$$

$$\tilde{Q}_{M-2}(z) \equiv Q_{Y_{M-2}|Y_{M-1} Y_M Z}(\tau_{M-2}, | \tilde{Q}_{M-1}(z), \tilde{Q}_M(z), z),$$

$$\vdots$$

so that $\tilde{Q}_1(z)$ is the iterated conditional $\tau_1$-quantile of $Y_1$ given $Y_2, \ldots, Y_M$ in which each $Y_i$, $i > 1$, is evaluated at its iterated conditional $\tau_i$-quantile given $Y_{i+1}, \ldots, Y_M$ and $Z$. 

Define the difference in the iterated conditional quantile function of $Y_1$
\[ \Delta \hat{Q}_1(z', z'') = \hat{Q}_1(z') - \hat{Q}_1(z''). \]

Then an argument similar to that employed in Section 4 leads to the result that the model defined by the modified restrictions uniformly identifies $\Delta \hat{Q}_1(z', z''; z^*)$ for any $(z', z'', z^*) \in \bar{V}$, and $\Delta \hat{Q}_1(z', z'')$ delivers the value of this partial difference. A rank condition: $f_j(z') \neq f_j(z'')$ ensures the identified partial difference compares values of the structural function at distinct values of its arguments.

6. Illustration

To conclude some of the data used in the analysis of Angrist and Krueger (1991) (AK) is used to illustrate issues arising from the results given earlier. AK employed discrete quarter-of-birth instruments ($Z_i$) to estimate the impact of schooling ($Y_2$) on log wages ($Y_1$) using a parametric linear model with structural equations:
\[ Y_1 = \theta_0 + \theta_1 Y_2 + \epsilon_1, \]
\[ Y_2 = \sum_{i=1}^{4} \gamma_i Z_i + \epsilon_2, \]
where $Z_i = 1$ signifies birth in quarter $i$. Their model is completed by the following covariation restrictions:
\[ E[\epsilon_1 | Z_1, \ldots, Z_4] = E[\epsilon_2 | Z_1, \ldots, Z_4] = 0. \]

The steps in a nonparametric analysis using the identification correspondences given earlier are now set out. A nonseparable model is employed
\[ Y_1 = h_1(Y_2, \epsilon_1, \epsilon_2), \]
\[ Y_2 = h_2(Z_1, \ldots, Z_4, \epsilon_2) \]
with Restrictions 1–4 of Section 4 imposed.

The data employed are 329,509 records of log wages and years of schooling for a sample of the 1930–1939 birth cohort of US residents drawn and observed in 1980.\footnote{There is a full description of the data in Angrist and Krueger (1991). The data are also used in Angrist et al. (1999) and are available at the Journal of Applied Econometrics Data Archive (http://qed.econ.queensu.ca/jae/1999-v14.1/angrist-imbens-krueger/).} The schooling data are integer-valued. Purely for the purpose of illustrating the results given earlier the data are rendered “continuous” by adding noise, uniformly distributed on $(-0.5, 0.5)$.\footnote{Chesher (2005) studies the identifying power of nonparametric models using the original discrete years of schooling data.}

The quarter of birth instruments have a weak association with achieved amounts of schooling. Following the critique in Bound et al. (1995), there was much discussion of and research on the “many weak instrument” problem they identified.\footnote{In some of the AK analysis quarter-of-birth was interacted with US state-of-birth indicators resulting in over 200 instrumental variables which in combination had a rather small association with achieved amounts of schooling.} This weak association is revealed in Table 1 which shows estimates of $t_{q_2}$-quantiles of schooling for each quarter.
of birth and $\tau_2 \in \{0.1, 0.2, 0.3, 0.4, 0.5\}$. For $\tau_2 > 0.2$ the differences in schooling quantiles across quarter of birth are less than 0.05 years (18 days). For smaller values of $\tau_2$ the differences are of the order of 0.3–0.5 years for quarter 1–4 comparisons. The entries in Table 1 are estimates of the objects $Q_2(Y_2|Z(\tau_2|z))$ which identify the values of schooling $y_2(z)$ that feature in Theorems 1 and 2. The data suggest that the “rank condition” holds with any strength only at low values of $\tau_2$ and only for comparison of people born in quarters 1 or 2 with people born in quarters 3 or 4.

Table 2 shows nonparametric estimates of the returns to schooling by quantiles of schooling using alternative quarter of birth (z) comparisons.

Estimated standard errors in parentheses.

of birth and $\tau_2 \in \{0.1, 0.2, 0.3, 0.4, 0.5\}$. For $\tau_2 > 0.2$ the differences in schooling quantiles across quarter of birth are less than 0.05 years (18 days). For smaller values of $\tau_2$ the differences are of the order of 0.3–0.5 years for quarter 1–4 comparisons. The entries in Table 1 are estimates of the objects $Q_2(Y_2|Z(\tau_2|z))$ which identify the values of schooling $y_2(z)$ that feature in Theorems 1 and 2. The data suggest that the “rank condition” holds with any strength only at low values of $\tau_2$ and only for comparison of people born in quarters 1 or 2 with people born in quarters 3 or 4.

Table 2 shows nonparametric estimates of the returns to schooling with $\tau_1 = 0.5$ and $\tau_2 \in \{0.1, 0.2, 0.3, 0.4, 0.5\}$ (varying across columns) got by comparing, in turn, people born in quarters 2–4 (varying across rows) with people born in quarter 1. Each entry is of the form:

$$
\frac{\hat{Q}_{Y_1|Y_2|Z(\tau_1|\hat{Q}_{Y_2|Z(\tau_2|z = 1)}, z = 1) - \hat{Q}_{Y_1|Y_2|Z(\tau_1|\hat{Q}_{Y_2|Z(\tau_2|z = j)}, z = j)}}{\hat{Q}_{Y_2|Z(\tau_2|z = 1) - \hat{Q}_{Y_2|Z(\tau_2|z = j)}}},
$$

where $z = 1$ signifies birth in quarter 1 and $z = j$ indicates birth in quarter $j \in \{2, 3, 4\}$. This estimator follows directly from the identifying correspondence of Theorem 2.

The nonparametric estimates of the conditional log wage quantiles for $z = i \in \{1, 2, 3, 4\}$ are obtained by locally linear quantile regression of log wage on schooling using data for

---

15The similarity of this estimator to the Wald (1940) estimator is striking. The Wald estimator, which could be justified in a linear parametric model, would employ average log wages at average values of schooling by quarter of birth.
people born in quarter $i$ and Gaussian weights centered at the values of schooling given by the appropriate values of $Q_{Y_{j}Z}(\tilde{r}_2|z = i)$.\textsuperscript{16}

The estimates of returns to schooling are inaccurate except at low quantiles of schooling ($\tilde{r}_2 \leq 0.2$) and for comparisons of quarter of birth 1 with quarters of birth 3 and 4. The low estimated values of returns to schooling in these cases are not inconsistent with the values reported by AK.$^{17}$

The following points emerge from this illustrative nonparametric analysis:

1. Binary instruments place limitations on the characteristics of a structural function which can be nonparametrically identified. Only partial differences for particular pairs of values of an endogenous variable can be identified.
2. When binary instruments are weak the pairs of values of an endogenous variable at which partial differences can be identified span a small range of values. Parametric restrictions allow: (i) extrapolation of estimates of structural function sensitivity from estimates obtained using variation over small and specific ranges of values of an endogenous variable and (ii) combination of these values which, under linear parametric restrictions, all bear on the same structural feature, $\theta_1$.
3. The nonseparable model employed here allows the possibility that an endogenous variable only has an effect on outcomes at particular quantiles of its distribution. This seems quite appropriate in the problem studied here. It is clear from the discussion in AK that the quarter of birth instruments are expected to have a significant effect on achieved schooling only for those who choose to leave school at the earliest opportunity. These are people who at any value of $Z$ lie in the lower tail of the schooling distribution. The analysis of this paper shows how such people can be “isolated” in order to gain understanding of the effect of schooling on wages. It would be incorrect to conduct comparisons based on particular values of achieved schooling—that would involve selection on the basis of the value of an endogenous variable. The analysis of this paper shows that selection can be based on quantiles of achieved schooling.
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