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Abstract

This paper reviews recent developments in methods for dealing with weak instruments (IVs) in IV regression models. The focus is more on tests (and confidence intervals derived from tests) than estimators.

The paper also presents new testing results under “many weak IV asymptotics,” which are relevant when the number of IVs is large and the coefficients on the IVs are relatively small. Asymptotic power envelopes for invariant tests are established. Power comparisons of the conditional likelihood ratio (CLR), Anderson-Rubin, and Lagrange multiplier tests are made. Numerical results show that the CLR test is on the asymptotic power envelope. This holds no matter what the relative magnitude of the IV strength to the number of IVs.
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1 Introduction

The standard approach to reporting empirical results in economics is to provide point estimates and standard errors. With this information, confidence intervals (CIs) and tests are constructed using t tests and the normal critical values. In instrumental variables (IVs) regression with weak IVs, this approach is problematic. The most widely used estimator, two-stage least squares (2SLS), has significance bias and is poorly approximated by a normal distribution when IVs are weak and the degree of endogeneity is medium to strong. In fact, when the parameter space allows for arbitrarily weak IVs the exact finite-sample level of standard CIs of the form “estimate ± std error × constant” is zero and t tests have level one.

This paper reviews recent results in the literature on weak IVs that develop an alternative approach to inference with weak IVs. With this approach, one reports point estimates accompanied by CIs or tests that have levels that are robust to the strength of the IVs. In particular, CIs are formed by inverting tests that are robust to weak IVs. That is, a CI for a parameter \( \beta \), say, is the set of points \( \beta_0 \) for which a weak IV robust test fails to reject the null hypothesis \( H_0: \beta = \beta_0 \). This is the same method that is used to generate a CI of the form “estimate ± std error × constant” except that the test employed is one whose level is robust to weak IVs, rather than a t tests based on a normal approximation.

The paper focuses on the linear IV model with a single right-hand side (rhs) endogenous variable and independent identically distributed (iid) homoskedastic normal errors. The majority of applications involve a single rhs endogenous variable. Interest usually is focussed on the coefficient on this variable. Although this basic model is relatively simple, it captures the essence of the problem. Tests whose levels are robust to weak IVs for this model can be extended to the case of non-normal errors, heteroskedastic and/or autocorrelated errors, multiple rhs endogenous variables, and nonlinear moment condition models. The paper discusses these extensions. Not all of them are completely satisfactory.

For a just-identified model, the Anderson-Rubin (AR) test, or a heteroskedasticity and/or autocorrelation robust version of it, is the preferred test because its level is robust to weak IVs and its power properties are quite good—optimal in certain respects. For over-identified models, the AR test still is robust to weak IVs, but its power properties are not as good because it effectively ignores parameter restrictions that arise naturally in the model. The literature has sought tests that are robust to weak IVs and are more powerful than the AR test in over-identified models.

Alternatives to the AR test that have been considered include an LM test and a conditional likelihood ratio (CLR) test. Both of these tests are robust to weak IVs. The power properties of the CLR test have been found to dominate those of the LM and AR tests (with iid homoskedastic normal errors). In fact, the CLR test is found to be essentially on a power envelope for two-sided invariant similar tests. Furthermore, there is no cost in terms of performance of the test when the IVs are strong—the test is asymptotically efficient under standard strong IV asymptotics.

“Conditioning” methods have been developed that can be used to convert t tests, such as the usual one based on the 2SLS estimator, into tests whose levels are robust
to weak IVs. The power properties of such tests, however, are found to be distinctly inferior to those of the CLR test. Hence, the CLR test outperforms standard t tests both in terms of level and in terms of level-corrected power under weak IVs and is asymptotically efficient under strong IVs.

Although the CLR test is robust asymptotically to weak IVs and non-normality of the errors, it is not robust to heteroskedasticity and/or autocorrelation of the errors or to left-out IVs (from the reduced form equation for the rhs endogenous variables). Nevertheless, versions of the CLR test that are robust to these features have been developed. We recommend such tests and the CIs they generate for general use in IV regression with potentially weak IVs. Furthermore, generalizations of these CLR tests to moment condition models, which are typically estimated by generalized method of moments (GMM), also are available. For moment condition models, we recommend such tests because they are robust to weak IVs and can be expected to have relatively good power properties.

In addition to reviewing some of the recent literature on inference with weak IVs, this paper presents new results for testing under “many weak IV asymptotics”. Such asymptotics are designed for the case in which the IVs are weak and the number of IVs, \( k \), is relatively large compared to the sample size \( n \). We find that in this set-up the CLR test is still completely robust asymptotically to weak IVs and is essentially on the power envelope for two-sided invariant (similar or nonsimilar) tests. This holds no matter how one specifies the relative magnitude of the strength of the IVs to \( k \) in the asymptotics. Hence, the optimal power properties of the CLR test are quite robust to \( k \). The AR and LM tests have power that lies off the power envelope—in some cases by a considerable extent. On the other hand, the level of the CLR test is not completely robust to the magnitude of \( k \) relative to \( n \). One does not want to take \( k \) too large relative to \( n \). With normal errors, we show that the CLR test has correct size asymptotically provided \( k^{3/2}/n \to 0 \) as \( n \to \infty \). With non-normal errors, Andrews and Stock (2005) show that the same is true if \( k^3/n \to 0 \) as \( n \to \infty \).

We conclude that the “many weak IV” results for the CLR test buttress the argument for employing this test (or heteroskedasticity or autocorrelation robust versions of it) in scenarios with potentially weak IVs.

This paper focuses on hypothesis tests and CIs that are robust to weak IVs, and pays less attention to two other aspects of the weak IV problem. The first neglected topic concerns pretesting for weak instruments: if the instruments are weak, one adopts a robust strategy, but if the instruments are strong, one uses 2SLS. This approach is now common empirical practice and is an improvement over the practice of a decade ago, in which 2SLS was always used without thought about the strength of the instruments. But this approach entails standard concerns about pretests, and as a result we find fully robust tests and CIs more appealing. The second neglected aspect is point estimation. Despite a great deal of work in the finite sample and Edgeworth expansion literatures, there are few sharp results concerning point estimates. Although it is generally found that 2SLS has particularly poor finite sample behavior, each alternative estimator seems to have its own pathologies when instruments are weak. We therefore have focused on testing and CIs weak IVs, for
which a solution is closer at hand than it is for estimation.

The paper does not discuss the recent literature on IV estimation of treatment effect model in which the treatment effects depend on unobserved individual specific variables, e.g., see Imbens and Angrist (1994) and Heckman and Vytlacil (2005).

The remainder of this paper is organized as follows. Section 2 introduces the model considered in much of the paper. Section 3 discusses what is meant by weak IVs and the problems with 2SLS estimators, tests, and CIs under weak IVs. Section 4 describes “weak IV asymptotics,” “many IV asymptotics,” and “many weak IV asymptotics.” Section 5 covers formal methods for detecting weak IVs. Section 6 discusses the two approaches to tests and CIs mentioned above—t test-based CIs versus CIs obtained by inverting weak IV robust tests. Section 7 describes recent developments for tests whose levels are robust to weak IVs. This includes similar tests via conditioning, optimal power, robustness to heteroskedasticity and/or autocorrelation, power with non-normal errors, and extensions to multiple rhs endogenous variables, coefficients on exogenous variables, and moment condition models. Section 8 briefly outlines some recent developments for estimation with weak IVs. Section 9 does likewise for estimation with many weak IVs. Section 10 presents the new results for testing with many weak IVs.

We note that recent survey papers on weak IVs include Stock, Wright, and Yogo (2002), Dufour (2003), and Hahn and Hausman (2003b).

2 Model

We start by defining the model that we focus on for much of the paper. The model is an IV regression model with one endogenous right-hand side (rhs) variable, multiple exogenous variables, multiple IVs, and independent identically distributed (iid) homoskedastic normal errors. The exogenous variables and IVs are treated as fixed (i.e., nonrandom).

The reasons for considering this special model are the following. First, the case of a single rhs endogenous variable is by far the most important in empirical applications. Second, asymptotic results for non-normal errors with random or fixed exogenous variables and IVs are analogous to the finite sample results for normal errors with fixed exogenous variables and IVs. Third, results for heteroskedastic and/or autocorrelated errors can be obtained by extending the results for iid homoskedastic errors. Below we discuss these extensions.

The model consists of a structural equation and a reduced-form equation:

\[ y_1 = y_2 \beta + X \gamma_1 + u, \]
\[ y_2 = Z \pi + X \xi + v_2, \]

(2.1)

where \( y_1, y_2 \in \mathbb{R}^n \), \( X \in \mathbb{R}^{n \times p} \), and \( Z \in \mathbb{R}^{n \times k} \) are observed variables; \( u, v_2 \in \mathbb{R}^n \) are unobserved errors; and \( \beta \in \mathbb{R} \), \( \pi \in \mathbb{R}^k \), \( \gamma_1 \in \mathbb{R}^p \), and \( \xi \in \mathbb{R}^p \) are unknown parameters. We assume that \( Z \) is the matrix of residuals from the regression of some underlying IVs, say \( \tilde{Z} \in \mathbb{R}^{n \times k} \), on \( X \) (i.e., \( Z = M_X \tilde{Z} \)), where \( M_X = I_n - P_X \) and \( P_X = X(X'X)^{-1}X' \). Hence, \( Z'X = 0 \). The exogenous variable matrix \( X \) and the
IV matrix $Z$ are fixed (i.e., non-stochastic) and $[X : Z]$ has full column rank $p + k$. The $n \times 2$ matrix of errors $[u : v_2]$ is iid across rows with each row having a mean zero bivariate normal distribution.

The variable $y_2$ is endogenous in the equation for $y_1$ (i.e., $y_2$ and $u$ may be correlated). Endogeneity may be due to simultaneity, left-out variables, or mismeasurement of an exogenous variable. Although we refer to the equation for $y_1$ as a structural equation, only in the case of simultaneity is the equation for $y_1$ really a structural equation.

The two reduced-form equations are

$$
\begin{align*}
y_1 &= Z\pi\beta + X\gamma + v_1 \\
y_2 &= Z\pi + X\xi + v_2, & \text{where} \\
\gamma &= \gamma_1 + \xi\beta \text{ and } v_1 = u + v_2\beta.
\end{align*}
$$

The reduced-form errors $[v_1 : v_2]$ are iid across rows with each row having a mean zero bivariate normal distribution with $2 \times 2$ nonsingular covariance matrix $\Omega$. The parameter space for $\theta = (\beta, \pi', \gamma', \xi')'$ is taken to be $R \times R^k \times R^p \times R^p$. Let $Y = [y_1 : y_2] \in R^{n \times 2}$ denote the matrix of endogenous variables.

In empirical applications, interest often is focussed on the parameter $\beta$ on the rhs endogenous variable $y_2$.

### 3 Weak Instruments

It is well known that there are two key properties for IVs: (i) exogeneity, i.e., lack of correlation of the IVs with the structural equation error, and (ii) relevance, i.e., the ability of the IVs to explain the rhs endogenous variables. For many years, considerable attention has been paid in applications to the issue of exogeneity. Only more recently has attention been paid to relevance. Weak IVs concerns relevance.

IVs are weak if the mean component of $y_2$ that depends on the IVs, viz., $Z\pi$, is small relative to the variability of $y_2$, or equivalently, to the variability of the error $v_2$. This can be measured by the population partial $R^2$ of the equation (2.1) for $y_2$ (where the effect of the exogenous variables $X$ is partialled out). In sample, it can be measured by the sample partial $R^2$ or, equivalently, by the F statistic for the null that $\pi = 0$ in (2.1), see Shea (1997), Godfrey (1999), and Section 5 below.

Note that IVs can be weak and the F statistic small either because $\pi$ is close to zero or because the variability of $Z$ is low relative to the variability of $v_2$. Also note that in practice the issue typically is how close to zero is $\pi$ or $Z\pi$, not whether $\pi$ or $Z\pi$ is exactly equal to zero.

There are numerous examples of weak IVs in the empirical literature. Here we mention three. The first is the classic example from labor economics of Angrist and Krueger’s (1991) IV regression of wages on the endogenous variable years of education and additional covariates. Dummies for quarter of birth (with and without interactions with exogenous variables) are used as IVs for years of education. The argument is that quarter of birth is related to years of education via mandatory school
laws for children aged sixteen and lower. At best, the relationship is weak, which
leads to weak IVs. A notable feature of this application is that weak instrument
issues arise despite the fact that Angrist and Krueger use a 5% Census sample with
hundreds of thousands of observations. Evidently, weak instruments should not be
thought of as merely a small-sample problem, and the difficulties associated with
weak instruments can arise even if the sample size is very large.

The second example is from the macroeconomics/finance literature on the con-
sumption CAPM. Interest concerns the elasticity of intertemporal substitution. In
both linear and nonlinear versions of the model, IVs are weak, e.g., see Neeley, Roy,
and Whiteman (2001), Stock and Wright (2000), and Yogo (2004). In one speci-
fication of the linear model in Yogo (2004), the endogenous variable is consumption
growth and the IVs are twice lagged nominal interest rates, inflation, consumption
growth, and log dividend-price ratio. Since log consumption is close to a random
walk (see Hall (1978)), consumption growth is difficult to predict. This leads to the
IVs being weak. For example, Yogo (2004) finds F statistics for the null hypothesis
that $\pi = 0$ in the first stage regression that lie between 0.17 and 3.53 for dif-
f erent countries.

The third example is from the macroeconomics literature on the new Keynesian
Phillips curve. Inference typically is carried out using IV methods, see Mavroeidis
in income) or change in inflation are used as IVs for current inflation growth. Given
that changes in inflation are difficult to predict, the IVs are weak.

Much of the current interest in weak IVs started with two important papers by
Nelson and Startz (1990, 1991) which showed the dramatically non-normal distribu-
tions of the 2SLS estimator and t-statistic when instruments are weak. The effect of
weak IVs on these 2SLS statistics depends considerably on the degree of endogeneity,
which is measured by the correlation, $\rho_{u,v_2}$, between $u$ and $v_2$. If $\rho_{u,v_2} = 0$ or $\rho_{u,v_2}$ is
close to zero, then standard procedures work well (in terms of low bias and test and
CI levels being close to their nominal values). When the IVs are weak and the degree
of endogeneity is fairly strong, however, the 2SLS estimator has appreciable bias and
the normal approximation to its distribution is poor. See Nelson and Startz (1990,
1991), Maddala and Jeong (1992), and Woglom (2001).

There is also a considerable earlier literature that is relevant to this issue, see the
references in Phillips (1984). But, most of the early finite sample literature tended
not to focus on the properties of procedures when the IVs are weak, because the
empirical relevance of this scenario was not recognized. On other hand, for the LIML
sample and asymptotic properties under the limiting case of completely irrelevant
IVs (lack of identification) as well as case of partial identification. Their results show
quite different sampling properties under lack of identification or partial identification
compared to strong identification. This suggests that problems arise when the model
is identified, but the IVs are weak.

An influential paper by Bound, Baker, and Jaeger (1995) analyzes the properties
of 2SLS in the context of Angrist and Krueger’s (1991) regression of wages on ed-
ucation and exogenous variables. It shows that even when the sample size is huge, the properties of 2SLS can be poor in the face of many weak IVs. The sample size is not the key parameter. What matters most is the concentration parameter, $\lambda_{conc} = \pi' Z' Z \pi / \sigma^2_{v^2}$ (where $\sigma^2_{v^2}$ is the variance of $v_2$) and the degree of endogeneity, $\rho_{uv^2}$. The earlier finite sample literature was aware of this, e.g., see Rothenberg (1984).

Generic results for models with isolated unidentified points in the parameter space also have had an impact on the weak IV literature. Gleser and Hwang (1987) establish dramatic results concerning the levels of CIs and tests when the parameter space includes unidentified points. Dufour (1997) extends these results and applies them to the weak IV regression model. Consider any parametric model with parameters $(\beta, \pi) \in \mathbb{R}^2$. Suppose the observations have common support. Suppose $\beta$ is unidentified when $\pi = 0$. In this scenario, Gleser and Hwang’s (1987) result states that a CI for $\beta$ must have infinite length with positive probability—otherwise its (exact) level is zero. This result also holds (essentially by a continuity argument) if the parameter space is taken to be $\{(\beta, \pi) \in \mathbb{R}^2 : \pi \neq 0\}$, which only includes unidentified points. The usual “estimator ± std error × constant” CI has finite length with probability one. Hence, the finite-sample confidence level of such a CI is zero under the specified conditions. Analogously, the finite sample significance levels of $t$-tests and Wald tests are one. These conclusions do not apply to LR and LM tests and CIs based on them because these CIs are not necessarily finite with probability one.

The idea behind this result is as follows. Suppose the parameter space is $\mathbb{R}^2$. If $\pi = 0$, then a level $1 - \alpha$ CI must include $(-\infty, \infty)$ with probability greater than or equal to $1 - \alpha$ because every value of $\beta \in \mathbb{R}$ is a true value when $\pi = 0$. Hence, the event “the CI has infinite length” has probability greater than or equal to $1 - \alpha$ when $\pi = 0$ for a CI with level $1 - \alpha$. By the common support assumption, this event must have positive probability for any $(\beta, \pi)$ in the parameter space. In consequence, if a CI is finite with probability one for any $(\beta, \pi)$, then its level must be less than $1 - \alpha$. If this holds for all $\alpha < 1$, then its level must be zero.

Note that the argument does not apply if the parameter space is bounded away from $\pi = 0$. But, in this case, the level of the CI typically lies between 0 and $1 - \alpha$ depending upon where the parameter space is truncated.

The conclusion from the result of Gleser and Hwang (1987) and Dufour (1997) is that CIs and tests based on $t$-tests and Wald tests cannot be fully robust to weak IVs. This concern is not just a theoretical nicety: numerical studies included in the papers cited in this section have demonstrated that coverage rates of conventional TSLS confidence intervals can be very poor when instruments are weak, even if the sample size is large, in designs calibrated to practical empirical applications such as the Angrist-Krueger data and the consumption CAPM.

4 Asymptotics

In this section we discuss some basic tools that are used in the weak IV literature, viz., different types of asymptotics. Asymptotic results are widely used in economet-
rics to provide approximations and to facilitate comparisons of estimators or tests. For the IV regression model, standard asymptotics let \( n \to \infty \) and hold other features of the model fixed. We refer to these asymptotics as strong IV asymptotics. These asymptotics provide poor approximations in the IV regression model with weak IVs because (i) weak IVs correspond to a relatively small value of \( \lambda = \pi' Z' Z \pi \), (ii) the finite sample properties of estimators and tests are sensitive to the magnitude of \( \lambda \), and (iii) the asymptotic framework results in \( \lambda \to \infty \).

In consequence, the literature on weak IVs has considered several alternative asymptotic frameworks. For linear models, Staiger and Stock (1997) consider asymptotics in which \( \pi = C/\sqrt{n} \) for \( n = 1, 2, \ldots \) (4.1) for some constant \( k \)-vector \( C \). Combined with the standard assumption that \( Z' Z/n \to D \) as \( n \to \infty \), for some \( k \times k \) nonsingular matrix \( D \), this yields

\[
\lambda = \pi' Z' Z \pi = C'(Z' Z/n)C \to C'DZC \quad \text{as} \quad n \to \infty.
\]

(4.2)

Thus, under this asymptotic set-up, \( \lambda \) converges to a finite constant as \( n \to \infty \). Depending on the magnitude of the constant, the IVs are weaker or stronger. We refer to these asymptotics as weak IV asymptotics. Weak IV asymptotics are analogous to local-to-unity asymptotics that are widely used in the unit root time series literature.

An attractive feature of weak IV asymptotics is that they provide better approximations than standard asymptotics for the case where \( \lambda \) is small, yet still allow for the usual simplifications regarding non-normality, heteroskedasticity, and/or autocorrelation of the errors as under standard asymptotics. Under weak IV asymptotics, estimation of the \( 2 \times 2 \) reduced-form covariance matrix, \( \Omega \), is an order of magnitude easier than estimation of the structural parameters \((\beta, \gamma_1)\). In consequence, one typically obtains the same weak IV asymptotic results whether \( \Omega \) is known or estimated, which is another useful simplification.

Under weak IV asymptotics, the “limiting experiment” is essentially the same as the finite sample model with iid homoskedastic normal errors and known reduced-form covariance matrix \( \Omega \). This has the advantages listed in the previous paragraph, but the disadvantage that the finite-sample normal model is significantly more complicated than the usual Gaussian-shift limiting experiment.

A second type of asymptotics utilized in the literature lets \( k \to \infty \) as \( n \to \infty \) with \( \pi \) fixed for all \( n \). We call this many IV asymptotics. These asymptotics are appropriate when \( k \) is relatively large. But, Bekker (1994) argues that these asymptotics provide better approximations than standard asymptotics even when \( k \) is small. Many IV asymptotics have been employed by Anderson (1976), Kunitomo (1980), Morimoto (1983), Bekker (1994), Donald and Newey (2001), Hahn (2002), Hahn, Hausman, and Kuersteiner (2004), and Hansen, Hausman, and Newey (2005) among others.

A third type of asymptotics, introduced by Chao and Swanson (2005), are many weak IV asymptotics in which \( k \to \infty \) and \( \pi \to 0 \) as \( n \to \infty \). These asymptotics are designed for the case in which one has relatively many IVs that are weak. Many weak IV asymptotics are employed by Stock and Yogo (2005a), Han and Phillips (2005),
5 Detecting Weak IVs

A small first stage F statistic for $H_0: \pi = 0$ (or, equivalently, a low partial $R^2$) provides evidence that IVs are weak. Stock and Yogo (2005b) develop formal tests based on the F statistic for the null hypothesis: (1) the bias of 2SLS is greater than 10% of the bias based on OLS. The F test rejects the null of weak IVs at the 5% level if $F > 10.3$. They also consider the null hypothesis that (2) the null rejection rate of the nominal 5% 2SLS $t$ test concerning $\beta$ has a rejection rate 10% or greater. In this case, the F test rejects the null of weak IVs at the 5% level if $F > 24.6$. Analogous tests when the null hypothesis is specified in terms of the LIML estimator or Fuller’s (1977) modification of LIML are provided in Stock and Yogo (2005b). These tests have different (smaller) critical values.

The adverse effect of weak IVs on standard methods, such as 2SLS, depends on the degree of endogeneity present as measured by $\rho_{uv^2}$, the correlation between the structural and reduced form errors $u$ and $v_2$. But, $\rho_{uv^2}$ is difficult to estimate precisely when the IVs are weak. In particular, $\rho_{uv^2}$ cannot be consistently estimated under weak IVs asymptotics. (The reason is that the residuals used to estimate $u$ depend on some estimator of $\beta$ and $\beta$ cannot be consistently estimated under weak IV asymptotics.) In consequence, the F tests of Stock and Yogo (2005b) are designed to be valid for any value of $\rho_{uv^2}$.

An alternative test for the detection of weak IVs based on reverse regressions is given by Hahn and Hausman (2002). Unfortunately, this test has very low power and is not recommended, at least for the purpose of detecting weak instruments, see Hausman, Stock, and Yogo (2005).

If one uses an F test to detect weak IVs as a pre-test procedure, then the usual pre-testing issues arise for subsequent inference, e.g., see Hall, Rudebusch, and Wilcox (1996). The approach of Chioda and Jansson (2004), which considers tests concerning $\beta$ that are valid conditional on the value of the F statistic, can deal with such pre-testing issues. A drawback of this approach, however, is that it sacrifices power.

6 Approaches to Inference with Weak IVs

In most areas of econometrics, the standard method is to report a parameter estimate along with its standard error. Then, one utilizes CIs of the form “estimator $\pm$ std error $\times$ constant” and one carries out t tests using critical values from the normal distribution. This approach is suitable if the estimator has a distribution that is centered approximately at the true value and is reasonably well approximated by the normal distribution. In the case of IV estimation, this approach does not work well if the IVs are weak, as discussed Section 3.
One approach to dealing with weak IVs is to follow the “estimate/standard error” reporting method combined with a pre-test for weak IVs and/or a suitable choice of (bias-corrected) estimator, standard error estimator, and/or IVs in order to improve the normal approximation. For example, a sophisticated version of the latter is given in Donald and Newey (2001). See Hahn and Hausman (2003b), Hahn, Hausman, and Kuersteiner (2004), Hansen, Hausman, and Newey (2005), Newey and Windmeijer (2005), and Section 8 below for results and references to the literature. This approach is justified if the parameter space is bounded away from the unidentified set of parameter values where \( \pi = 0 \). But, the approach is not fully robust to weak IVs.

An alternative approach is to report an estimate and CI, where the CI is fully robust to weak IVs asymptotically. By this we mean that the CI has asymptotically correct coverage probability under standard asymptotics for \( \pi \neq 0 \) and under weak IV asymptotics (which includes the standard asymptotic case with \( \pi = 0 \)). For testing, this approach uses tests that are fully robust to weak IVs asymptotically. For the weak IV problem, this approach was first advocated by Dufour (1997) and Staiger and Stock (1997).

Fully-robust CIs can be obtained by inverting fully-robust tests. For example, a CI for \( \beta \) of (approximate) level \( 100(1 - \alpha)\% \) consists of all parameter values \( \beta_0 \) for which the null hypothesis \( H_0 : \beta = \beta_0 \) is not rejected at (approximate) level 5\%. Note that standard CIs of the form “estimator ± std error \times constant” are obtained by inverting t tests. Thus, the only difference between the CIs used in the first and second approaches is that the second approach employs tests that are fully robust to weak IVs rather than t tests. Papers that discuss the mechanics of the inversion of robust tests to form CIs include Zivot, Startz, and Nelson (1998), Dufour and Jasiak (2001), and Dufour and Taamouti (2005). Papers that report empirical results using CIs obtained by inverting fully-robust tests include Yogo (2004) and Nason and Smith (2005).

We advocate the second approach. In consequence, we view robust tests to be very important and we focus more attention in this paper on testing than on estimation.

7 Developments in Testing for the Linear Model

In this section, we consider testing in the model specified in (2.1)-(2.2). In applications, interest often is focused on the parameter \( \beta \) on the rhs endogenous variable \( y_2 \). Hence, our interest is in the null and alternative hypotheses:

\[
H_0 : \beta = \beta_0 \text{ and } H_1 : \beta \neq \beta_0.
\]  

(7.1)

The parameter \( \pi \), which determines the strength of the IVs, is a nuisance parameter that appears under the null and alternative hypotheses. The parameters \( \gamma \), \( \xi \), and \( \Omega \) are also nuisance parameters, but are of lesser importance because tests concerning \( \beta \) typically are invariant to \( \gamma \) and \( \xi \) and the behavior of standard tests, such as t tests, are much less sensitive to \( \Omega \) than to \( \pi \).

We desire tests that are robust to weak IVs under normal or non-normal errors. In addition, we desire tests that exhibit robustness under weak and strong IV
asymptotics to (i) left-out IVs, (ii) nonlinearity of the reduced form equation for $y_2$, (iii) heteroskedasticity—in cross-section contexts, (iv) heteroskedasticity and/or autocorrelation—in some time series contexts, and (v) many IVs—in some contexts.

Some, e.g., Dufour (1997), desire tests whose finite-sample null rejection rate is exactly the desired significance level under iid homoskedastic normal errors for any $\pi$. But, we view this as putting excessive weight on the iid homoskedastic normal assumptions, which are not likely to hold in practice.

Here we evaluate tests based on their significance levels and power functions. An alternative approach, based on decision theory, is studied by Chamberlain (2005) for the linear IV model. In the latter approach, nuisance parameters, such as $\pi$, are integrated out using a prior.

7.1 Anderson-Rubin and LM Tests

The first test employed specifically to deal with weak IVs is the Anderson-Rubin (1949) (AR) test, see Dufour (1997) and Staiger and Stock (1997). The AR test imposes the null $\beta = \beta_0$ and uses the F test for the artificial null hypothesis $H^*_0 : \kappa = 0$ in the model

$$y_1 - y_2\beta_0 = Z\kappa + X\gamma + u.$$  \hfill (7.2)

The AR test statistic is

$$AR(\beta_0) = \frac{\left( y_1 - y_2\beta_0 \right)' P_Z (y_1 - y_2\beta_0) / k}{\hat{\sigma}_u^2(\beta_0)},$$

$$\hat{\sigma}_u^2(\beta_0) = \frac{\left( y_1 - y_2\beta_0 \right)' M_{[Z,X]} (y_1 - y_2\beta_0)}{n - k - p}. \hfill (7.3)$$

Under the null hypothesis $H_0 : \beta = \beta_0$, we have

$$AR(\beta_0) = \frac{u' P_Z u / k}{u' M_{[Z,X]} u / (n - k - p)}. \hfill (7.4)$$

The null distribution of the AR statistic does not depend on $\pi$ regardless of the distribution of the errors $u$ and the AR test is fully robust to weak IVs. Under $H_0$, $AR(\beta_0) \overset{d}{\rightarrow} \chi^2_k / k$ under strong and weak IV asymptotics assuming iid homoskedastic errors $u$ with two moments finite. Under the additional assumption of normal errors, $AR(\beta_0) \sim F_{k,n-k-p}$. Hence, an F critical value is typically employed with the AR test. As pointed out by Dufour (2003), the AR test does not rely on any assumptions concerning the reduced-form equation for $y_2$. But, the AR test is not robust to heteroskedasticity and/or autocorrelation of the structural equation error $u$.

Under the alternative hypothesis,

$$AR(\beta_0) = \frac{(u + Z\pi(\beta - \beta_0)\prime) P_Z (u + Z\pi(\beta - \beta_0))}{u' M_{[Z,X]} u / (n - k - p)}. \hfill (7.5)$$

In consequence, power depends on the magnitude of $\pi' Z' Z \pi(\beta - \beta_0)^2$. The power of AR test is very good when $k = 1$. Moreira (2001) shows that it is UMP unbiased when the errors are iid homoskedastic normal, $\Omega$ is known, and $k = 1$. 
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On the other hand, when $k > 1$, the power of AR test is not so good. It is a $k$ degrees of freedom test when only one parameter is under test. When the true parameter is $\beta$, model is can be written as

$$y_1 - y_2 \beta_0 = Z \pi (\beta - \beta_0) + X \gamma + v_1.$$  \hspace{1cm} (7.6)

The AR test tests whether $Z$ enters this equation. The AR test sacrifices power because it ignores the restriction that $\kappa = \pi (\beta - \beta_0)$. Obviously, low power is an undesirable property for tests, and it leads to excessively long CIs based on such tests.

The literature has sought more powerful tests than the AR test that are robust to weak IVs. To start, one might consider the LR test of $H_0 : \beta = \beta_0$. The LR statistic combined with the conventional $\chi^2_1$ critical value is not robust to weak IVs when $k > 1$. But, Wang and Zivot (1998) show that a larger critical value, obtained by bounding the asymptotic distribution of the LR statistic over $\pi$ values, is robust to weak IVs. However, the resulting test is nonsimilar asymptotically under weak IV asymptotics (i.e., its asymptotic null rejection rate depends on $\pi$). In consequence, the test is biased and sacrifices power. For instance, the test is not asymptotically efficient under strong IV asymptotics.

Kleibergen (2002) and Moreira (2001) independently introduce an LM test whose null rejection rate is robust to weak IVs. They use different ideas to arrive at the LM test. Kleibergen’s idea is as follows: The AR statistic projects $y_1 - y_2 \beta_0$ onto the $k$-dimensional space spanned by $Z$. Instead, one can estimate $\pi$ under the null hypothesis via the ML estimator, $\hat{\pi}(\beta_0)$, and project onto the one-dimensional space spanned by $Z \hat{\pi}(\beta_0)$. It turns out that $\hat{\pi}(\beta_0)$ is asymptotically independent of $y_1 - y_2 \beta_0$ under the null under strong and weak IV asymptotics. Hence, a suitably scaled version of the projection residuals is asymptotically $\chi^2_1$ under the null hypothesis under both strong and weak IV asymptotics. The resulting test statistic is an LM statistic and it is fully robust to weak IVs. (For an alternative derivation of this LM statistic, see Poskitt and Skeels (2005).)

The power of the LM test often is better than that of the AR test when $k > 1$, but not always. A drawback of the LM test is that it exhibits quirky power properties including non-monotonicity in $|\beta - \beta_0|$.

We note that when $k = 1$ the LM, LR, and AR tests are equivalent because the LM and LR statistics equal $k$ times the AR statistic.

### 7.2 Similar Tests

Moreira (2001, 2003) gives a characterization of (exactly) similar tests of $H_0 : \beta = \beta_0$ for the model of (2.1)-(2.2) with normal errors and known $\Omega$. Similar tests are necessarily fully robust to weak IVs because their null distribution does not depend on $\pi$. When $\Omega$ is unknown, a consistent estimator of $\Omega$, say $\hat{\Omega}$, can be plugged in for $\Omega$ and an exactly similar test becomes a test that is asymptotically similar under weak IV asymptotics (and typically under strong IV asymptotics as well).
By definition, a level $\alpha$ test $\phi(Y)$ (which equals one when the test rejects $H_0$ and zero otherwise) is similar if

$$E_\pi \phi(Y) = \alpha \text{ for all } \pi,$$

(7.7)

where $E_\pi(\cdot)$ denotes expectation under $(\beta_0, \pi)$.

Moreira’s argument leading to the characterization of similar tests is as follows. Under the null hypothesis, the unknown parameter is $\pi$. Using standard methods, e.g., Lehmann (1986), the null-restricted ML estimator of $\pi$, $\hat{\pi}(\beta_0)$, can be shown to be a complete sufficient statistic for $\pi$ because the parametric model is in the exponential family of distributions. By definition, a sufficient statistic $\hat{\pi}(\beta_0)$ is complete for $\pi$ if, for any real function $h(\cdot)$, $E_\pi h(\hat{\pi}(\beta_0)) = c$ for all $\pi$ implies that $h(\cdot)$ is $c$ a.s. for some constant $c$. Applying this definition of complete sufficiency with $h(\cdot) = E_\pi(\phi(Y)|\hat{\pi}(\beta_0) = \cdot)$ and using the law of iterated expectations gives:

$$E_\pi h(\hat{\pi}(\beta_0)) = E_\pi E_\pi(\phi(Y)|\hat{\pi}(\beta_0)) = E_\pi \phi(Y) = \alpha \text{ for all } \pi$$

(7.8)

implies that $h(\cdot) = E_\pi(\phi(Y)|\hat{\pi}(\beta_0) = \cdot) = \alpha$ a.s. That is, $\phi(Y)$ is similar with level $\alpha$ implies that

$$E_\pi(\phi(Y)|\hat{\pi}(\beta_0) = x) = \alpha \text{ for all } x.$$  

(7.9)

The converse is immediate by the law of iterated expectations.

Given this result, similar tests can be created from non-similar tests by employing a conditional critical value function $\kappa_{\phi,\alpha}(x)$ defined by

$$\kappa_{\phi,\alpha}(x) = E(\phi(Y)|\hat{\pi}(\beta_0) = x) = \alpha$$

(7.10)

(where the expectation is taken under the null). Then, a similar test based on $\phi$ rejects $H_0$ if

$$\phi(Y) > \kappa_{\phi,\alpha}(\hat{\pi}(\beta_0)).$$

(7.11)

This method generates “conditional tests” that are similar. For example, one can generate a conditional Wald test given an estimator such as 2SLS or LIML.

In addition, one can consider the conditional LR (CLR) test. Moreira (2003) focuses on this test. It is a more sophisticated version of Wang and Zivot’s (1998) LR test in which a critical value function replaces a constant to achieve the desired level $\alpha$. The CLR test has higher power than the Wang-Zivot LR test.

The CLR test based on a plug-in value of $\Omega$ has asymptotic null rejection rate $\alpha$ under both weak and strong IV asymptotics and, hence, is fully robust to weak IVs.

Note that the critical value function $\kappa_{\phi,\alpha}(x)$ of (7.10) can be computed by numerical integration or simulation and then tabulated, see Moreira (2003) and Andrews, Moreira, and Stock (2004b, c).

Moreira, Porter, and Suarez (2004) introduce a residual-based bootstrap for the CLR test which is shown to be first-order correct under strong IV asymptotics whether $\pi = 0$ or $\pi \neq 0$. Its behavior under weak IV asymptotics is not discussed. This bootstrap does not deliver higher-order improvements.
7.3 Optimal Tests

The “conditioning” method leads to a surfeit of tests that are fully robust to weak IVs because any test can be made fully robust. Given this, Andrews, Moreira, and Stock (2004a) (AMS) address the question of optimal tests that are robust to weak IVs. They consider the class of similar tests for the model of (2.1)-(2.2) with iid homoskedastic normal errors and known $\Omega$. If $\pi$ is known, then it is plausible that an optimal two-sided test is just the t test of $H_0 : \beta = \beta_0$ in the model

$$y_1 - y_2\beta_0 = (Z\pi)(\beta - \beta_0) + X\gamma + u. \quad (7.12)$$

Indeed, Moreira (2001) shows that the two-sided t test for the case when $\pi$ and $\Omega$ are known is UMP unbiased. But $\pi$ is not known in practice, so no optimal two-sided test exists. The problem is that the class of tests considered is too large. In consequence, AMS restricts attention to similar tests that satisfy a rotational invariance property.

The data matrix $Y$ has a multivariate normal distribution, which is a member of the exponential family of distributions. In consequence, low dimensional sufficient statistics are available. For tests concerning $\beta$, there is no loss (in terms of attainable power functions) in considering tests that are based on the sufficient statistic $Z'Y$ for $(\beta, \pi)'$, see AMS. This eliminates the nuisance parameters $(\gamma, \xi)$ from the problem. The nuisance parameter $\pi$ remains. As in Moreira (2003), we consider a one-to-one transformation of $Z'Y$ given by $[S : T]$, where

$$S = (Z'Z)^{-1/2}Z'Yb_0 \cdot (b_0\Omega b_0)^{-1/2},$$
$$T = (Z'Z)^{-1/2}Z'Y\Omega^{-1}a_0 \cdot (a_0\Omega^{-1}a_0)^{-1/2},$$
$$b_0 = (1, -\beta_0)' \text{ and } a_0 = (\beta_0, 1)'.$$  \hspace{0.5cm} (7.13)

The invariant tests considered in AMS depend on $S$ and $T$ only through the maximal invariant statistic $Q$ defined by

$$Q = [S:T]'[S:T] = \begin{bmatrix} S'S & ST \\ T'S & TT \end{bmatrix} = \begin{bmatrix} Q_S & Q_{ST} \\ Q_{ST} & Q_T \end{bmatrix}. \quad (7.14)$$

(See AMS for the definition of the groups of transformations on the data matrix $[S:T]$ and the parameters $(\beta, \pi)$ that yields the maximal invariant to be $Q$. Note that $Y'P_ZY$ is an equivalent statistic to $Q$.)

For example, the AR, LM, and LR test statistics can be written as

$$AR = Q_S/k, \quad LM = Q_{ST}^2/Q_T, \text{ and}$$
$$LR = \frac{1}{2} \left( Q_S - Q_T + \sqrt{(Q_S - Q_T)^2 + 4Q_{ST}^2} \right). \quad (7.15)$$

The only tests that we are aware of that are not functions of $Q$ are tests that involve leaving out some IVs and t tests based on Chamberlain and Imbens (2004) many IV estimator.
The matrix $Q$ has a noncentral Wishart distribution with means matrix of rank one and identity variance matrix. The distribution of $Q$ (and hence of invariant similar tests) only depends on the unknown parameters $\beta$ and

$$\lambda = \pi' Z' Z \pi \in R,$$

(7.16)

where $\lambda$ indicates the strength of the IVs (and is proportional to the concentration parameter $\lambda_{\text{conc}}$). The utilization of invariance has reduced the $k$-vector nuisance parameter $\pi$ to a scalar nuisance parameter $\lambda$. The distribution of $Q$ also depends on the number IVs, $k$, and the parameter of interest, $\beta$.

AMS derives a power envelope for two-sided invariant similar (IS) tests and compares new and existing tests to the power envelope. The power envelope is determined by the tests that are point optimal for each $(\beta, \lambda)$ combination. There are several ways to impose two-sidedness. First, AMS considers average power against two points $(\beta^*, \lambda^*)$ and $(\beta^*_2, \lambda^*_2)$, where $(\beta^*_2, \lambda^*_2)$ is selected given $(\beta^*, \lambda^*)$ to be the unique point such that $\beta^*_2$ is on the opposite side of the null value $\beta_0$ from $\beta^*$ and such that the test that maximizes power against these two points is asymptotically efficient (AE) under strong IV asymptotics. The power envelope is then a function of $(\beta^*, \lambda^*)$. Second, AMS considers tests that satisfy a sign-invariance condition that the test depends on $Q_{ST}$ only through $|Q_{ST}|$. This is satisfied by most tests in the literature including the AR, LM, and CLR tests. Third, AMS considers locally unbiased tests. AMS shows that the first and second approaches yield exactly the same power envelope. Furthermore, numerical calculations show that the third approach yields a power envelope that is hard to distinguish from the first and second.

AMS develops a class of new tests based on maximizing weighted average power (WAP) given different weight functions on $(\beta, \lambda)$. These tests and the AR, LM, and CLR tests are compared numerically to the two-sided power envelope for IS tests. The power envelope only depends on $\beta$, $\lambda$, $k$, $\rho$, $\lambda_{\text{conc}} = \text{corr}(v_1, v_2)$ and is smooth in these parameters. Hence, it is possible to make fairly exhaustive comparisons.

Figure 1 illustrates some of these comparisons for the case of $k = 5$ instruments. The figure plots the power of the AR, LM, and CLR tests as a function of $\beta$, along with the asymptotically efficient power envelope for two-sided invariant similar tests. The first three panels show the effect of varying $\rho = \text{corr}(v_1, v_2)$ (negative values of $\rho$ correspond to reversing the sign of $\beta - \beta_0$) and for $\beta_0 = 0$ (taken without loss of generality). Panels (a) - (c) consider rather weak instruments, $\lambda = 10$, which corresponds to a first-stage F-statistic having a mean of $\lambda/k + 1 = 3$ under the null. Panel (d) presents the power functions for a case of relatively strong instruments, $\lambda = 80$.

Figure 1 and other results in AMS show that the CLR test is essentially on the power envelope for all $\beta$, $\lambda$, $k$, and $\rho$. In contrast, the AR test typically is below the power envelope—the more so, the larger is $k$. In addition, the LM test has a quirky non-monotone power function that is sometimes on the power envelope and sometimes far from it. See AMS for an explanation of this behavior. Results in AMS indicate that some point-optimal IS two-sided (POIS2) tests are very close to the power envelope, like the CLR test. This is also true of some WAP tests based on
nondegenerate weight functions. But, these tests do not have as simple closed-form expressions as the LR test statistic.

One might ask the question of whether the restriction to similar tests is overly restrictive. Andrews, Moreira, and Stock (2004b) provides some results for the power envelope for invariant non-similar tests using the least favorable distribution approach of Lehmann (1986). In the cases in which the nonsimilar power envelope could be computed, it is found to be very close to that for similar tests. Hence, the imposition of similarity does not appear to be overly restrictive.

The finite sample power envelope for known $\Omega$ that is determined in AMS is shown to be the same as the weak IV asymptotic power envelope for unknown $\Omega$. Hence, the feasible CLR test is (essentially) on the weak IV asymptotic power envelope for two-sided IS tests. In addition, AMS show that the CLR test (and the LM test) are asymptotically efficient under strong IV asymptotics.

Based on these results, we recommend the CLR test among tests that are designed for iid homoskedastic errors.

### 7.4 Conditional LR Test

There is a one-to-one transformation from the restricted ML estimator \( \hat{\pi}(\beta_0) \) to the statistic \( Q_T \). Hence, the CLR test can be written such that it rejects the null hypothesis when

\[
LR > \kappa_{CLR}^\alpha(Q_T),
\]

where \( \kappa_{CLR}^\alpha(Q_T) \) is defined to satisfy \( P_{\beta_0}(LR > \kappa_{CLR}^\alpha(Q_T)|Q_T = q_T) = \alpha \).

We note that the LR statistic combines the AR and LM statistics based on the magnitude of \( Q_T - Q_S \). If \( Q_T \) is much larger than \( Q_S \), then LR is essentially LM. If \( Q_T \) is much smaller than \( Q_S \), then LR is essentially \( k \cdot AR \). This can be seen more clearly by re-writing LR as follows:

\[
LR = \frac{1}{2} \left( Q_S - Q_T + |Q_T - Q_S| \sqrt{1 + \frac{4Q_T}{(Q_T - Q_S)^2}LM} \right).
\]

Now, as \( Q_T \to \infty \) and \( Q_S/Q_T \to 0 \), we have (i) \( Q_T - Q_S \to \infty \), (ii) \( Q_T/(Q_T - Q_S)^2 \to 0 \), (iii) the \( \sqrt{\cdot} \) term is approximately \( 1 + 2|Q_T/(Q_T - Q_S)^2|LM \) by a mean-value expansion, (iv) \( |Q_T - Q_S| = Q_T - Q_S \), (v) \( |Q_T - Q_S| |Q_T/(Q_T - Q_S)^2|LM \) goes to LM, and (vi) LR goes to LM. On the other hand, as \( Q_T \to 0 \), (i) the \( \sqrt{\cdot} \) term goes to 1, (ii) \( Q_S - Q_T + |Q_T - Q_S| \) goes to 2QS, and (iii) LR goes to \( Q_S = k \cdot AR \).

We briefly illustrate the use of the CLR test to construct CIs using some results from Yogo (2004). Yogo reports CIs for the elasticity of intertemporal substitution obtained from regressions of stock returns on consumption growth using quarterly data from 1970 to 1998 with four IVs: twice-lagged nominal interest rate, inflation, consumption growth, and log of the dividend/price ratio. CIs are obtained by inverting AR, LM, and CLR tests. Yogo (2004) reports results for several countries. For most countries, the CIs are \((-\infty, \infty)\) using all three methods because the IVs are very weak in this model specification. For Canada, the CIs are AR: \([0.02, 0.43]\), LM: \([0.05, 0.35]\), and CLR: \([0.04, 0.41]\). In this case, the AR CI is much wider than LM.
and CLR CIs. For France, the CIs are AR: [−.28, .20], LM: (−∞, ∞), and CLR: [−.16, 1]. In this case, the LM CI is uninformative and the CLR CI is noticeably shorter than the AR CI. These results illustrate that the power advantages of the CLR test translate into shorter more informative CIs (at least in these applications).

7.5 Conditional t Tests

The usual test employed in practice is a t test based on the 2SLS estimator. Analogously, the usual CI employed is a t test-generated CI of the form “estimator ± std error × constant.” As noted above, a t test using the normal approximation is not robust to weak IVs. But, one can construct a conditional t test that is robust by using a conditional critical value function like that for the CLR test. In consequence, one can answer the question of how good is a t test in terms of power once it has been corrected to get its size correct.

Andrews, Moreira, and Stock (2006) compare the power properties of conditional t tests based on several estimators, including 2SLS, LIML, and Fuller’s (1977) modification of LIML, to the CLR test and the power envelope for two-sided IS tests. In short, the results indicate that t tests have very poor power properties when the IVs are weak. Power is often very low on one side of the null hypothesis. The CLR test has much better power properties. We conclude that in the presence of weak IVs, t tests not only lack robustness to weak IVs in terms of size, but their power properties are also poor after size-correction by conditioning.

7.6 Robustness to Heteroskedasticity and/or Autocorrelation

Although the CLR test has good power properties, it is not robust to heteroskedasticity or autocorrelation. However, the LR test statistic can be replaced by a heteroskedasticity-robust version, HR-LR, or a heteroskedasticity and autocorrelation-robust version, HAR-LR, that is robust, see Andrews, Moreira, and Stock (2004a).

Given the HR-LR or HAR-LR statistic, the same conditional critical value function as for the CLR test is used to yield HR-CLR and HAR-CLR tests. These tests are robust to heteroskedasticity and/or autocorrelation under weak and strong IV asymptotics. They are also robust to left-out IVs and nonlinear reduced-form for 𝑦2, which can be viewed to be causes of heteroskedasticity. Furthermore, the asymptotic properties of the HR-CLR and HAR-CLR tests under homoskedasticity are same as those of the CLR test. So, HR-CLR and HAR-CLR tests are optimal IS two-sided tests under homoskedastic iid errors.

Kleibergen (2005a, b) also gives heteroskedasticity and/or autocorrelation robust tests that reduce to the CLR test under homoskedasticity. Kleibergen’s tests apply in the more general context of nonlinear moment conditions. Note that Kleibergen’s tests are not the same as those in AMS under heteroskedasticity and/or autocorrelation even asymptotically under weak IV asymptotics. But, they are the equivalent asymptotically under weak and strong IV asymptotics with homoskedastic iid errors.

Other tests that are robust to weak IVs as well as to heteroskedasticity and/or autocorrelation are the generalized empirical likelihood (GEL) tests of Guggenberger
and Smith (2005a, b), Otsu (2005), and Caner (2003). The GEL tests are analogues of the AR and LM tests discussed above. They have the same asymptotic properties under weak and strong IV asymptotics as heteroskedasticity and/or autocorrelation robust versions of the AR and LM tests. The GEL tests are not as powerful asymptotically as the HR-CLR or HAR-CLR tests under iid homoskedastic errors. This is probably also true under a variety of forms of heteroskedasticity and/or autocorrelation.

Note that it should be possible to construct a GEL version of the HR-CLR and HAR-CLR tests by combining the GEL versions of the AR and LM statistics to form a GEL-LR statistic using the formula for LR given in (7.15) written as a function of the AR and LM statistics and employing the critical value function for the CLR test.

### 7.7 Power with Non-normal Errors

The power results of Section 7.3 are for normal errors. The question arises whether tests exist with good power for normal errors and higher power for non-normal errors. In certain contexts, the answer is yes. In particular, rank-based versions of the AR and CLR tests have this property, see Andrews and Marmer (2003) and Andrews and Soares (2004). With iid homoskedastic (possibly non-normal) errors and given certain conditions on the exogenous variables and IVs, the rank-based AR test based on normal scores has exact significance level \( \alpha \) and has power that asymptotically dominates the power of the AR test. Specifically, its power is higher for thick-tailed error distributions. Hence, under the given conditions and \( k = 1 \) (in which case, the AR, LM, and CLR tests are the same), the rank-based AR test is quite attractive. It is robust to left-out IVs and nonlinear reduced form for \( y_2 \). On the other hand, it is not robust to heteroskedasticity or autocorrelation of the structural errors \( u \). It also relies on stronger assumptions concerning the exogenous variables and IVs than the AR test. Hence, there is a trade-off between the rank and non-rank tests.

When \( k > 1 \), the rank-based CLR test has power advantages over the CLR test for thick tailed errors. But, it is not robust to heteroskedasticity or autocorrelation. Hence, there is a trade-off between the rank-based CLR test and the HR-CLR and HAR-CLR tests in terms of power against non-normal errors and these robustness properties.

We conclude that in certain circumstances rank-based tests are preferable to the HR-CLR or HAR-CLR tests. But, in most circumstances, the latter are preferred.

### 7.8 Multiple Right-hand Side Endogenous Variables

Next, suppose \( y_2 \) and \( \beta \) are vectors. The AR, LM, and CLR tests of \( H_0 : \beta = \beta_0 \) all generalize to this case, see Anderson and Rubin (1949), Kleibergen (2002), and Moreira (2003). All of these tests are robust to weak IVs. One would expect the relative power properties of these tests to be similar to those in the case of a scalar \( \beta \). However, the optimal power properties of the CLR test established in AMS do not carry over in a straightforward manner because the Wishart distribution of the (data) matrix \( Q \) that appears in the vector \( \beta \) case has a means matrix of rank two or greater,
rather than rank one. Nevertheless, based on the scalar $\beta$ power comparisons, we recommend the CLR (HR-CLR, or HAR-CLR) test over the AR and LM tests. The CLR test does have the drawback that the conditional critical value function is higher dimensional and, hence, more cumbersome in the vector $\beta$ case.

To obtain a CI or test for an individual coefficient, say $\beta_1$, in the vector $\beta = (\beta_1, \beta_2)' \in \mathbb{R}^m$, there are several approaches to inference when the IVs are weak—none is completely satisfactory. First, one can construct a CI via the projection method. The idea is to construct an approximate $100(1-\alpha)\%$ confidence region in $\mathbb{R}^m$ for $\beta$ using a test that is robust to weak IVs. Then, the approximate $100(1-\alpha)\%$ CI for $\beta_1$ is the set of $\beta_1$ values for which $(\beta_1, \beta_2)'$ is in the confidence region for some $\beta_2$. In turn, an approximate level $\alpha$ test of $H_0 : \beta_1 = \beta_{10}$ rejects the null hypothesis if $\beta_{10}$ is not in the CI for $\beta_1$. For the application of this method using the AR test, see Dufour and Jasiak (2001) and Dufour and Taamouti (2005). A drawback of this method is that it is conservative. Hence, it yields CIs that are longer than desirable.

An alternative method, discussed in Moreira (2005), relies on exclusion restrictions in the reduced-form equations for the endogenous variables whose coefficients are $\beta_2$ in the structural equation. Given suitable restrictions, tests are available that are asymptotically similar under weak and strong IV asymptotics. Such tests have the drawback of relying on exclusion restrictions and of sacrificing power—they are not asymptotically efficient under strong IV asymptotics.

A third approach is available that is partially robust to weak IVs. Suppose $\beta_1$ is asymptotically weakly identified and $\beta_2$ is asymptotically strongly identified. See Stock and Wright (2000), Kleibergen (2004), or Guggenberger and Smith (2005a) for precise definitions of what this means. Then, asymptotically non-conservative tests for $\beta_1$ are available by concentrating out $\beta_2$. Simulation results in Guggenberger and Smith (2005a) indicate that this method works fairly well in terms of size even if $\beta_2$ not very strongly identified.

### 7.9 Inference on Other Coefficients

Suppose one is interested in a test or CI concerning a coefficient, say $\gamma_a$, on an exogenous variable, say $X_a$, in the structural equation for $y_1$, where $X\gamma_1 = X_a\gamma_a + X_b\gamma_b$. In this case, $t$ tests based on the 2SLS or LIML estimator of $\gamma_a$ do not necessarily perform poorly under weak IVs asymptotics. What is key for good performance asymptotically for 2SLS is that $y_2$ is explained asymptotically by more than just the part of $X_a$ that is orthogonal to $X_b$. For example, one can show that consistency and asymptotic normality of the 2SLS estimator holds in the model of (2.1)-(2.2) with iid homoskedastic errors $u$ with two moments finite if

$$\liminf_{n \to \infty} (\pi'Z'Z\pi + \xi_a'X_b'X_b\xi_b')/n > 0 \quad \text{and} \quad \lim_{n \to \infty} X_a'X_a/n = M > 0,$$

where (7.19)

$$y_2 = Z\pi + X_a^*\xi_a + X_b^*\xi_b, \quad X_a^* = M_{X_b}X_a, \text{ and } \xi_b^* = \xi_b + (X_b'X_b)^{-1}X_b'X_a^*\xi_a.$$

Thus, consistency holds even if $\pi = C/\sqrt{n}$ provided $\liminf_{n \to \infty} \xi_b'X_b'X_b\xi_b'X_b\xi_b'X_b\xi_b'/n > 0$ (and $\lim_{n \to \infty} X_a'X_a/n = M > 0$). This sort of result is closely related to results under partial identification of Phillips (1989).
There are several approaches to inference that are robust to weak IVs and small values of $\xi^*_b X'_b X_b \xi^*_b$, but none is completely satisfactory. One can use projection as in Section 7.8, but this has the same potential drawback as described above. If $X_a$ (or equivalently $X^*_a$) does not enter the reduced-form equation for $y_2$, then $\xi_a = 0$ and least squares estimation of $y_1$ on $X^*_a$ yields a consistent estimator of $\gamma_a$ and least squares $t$ tests are invariant to $\pi$ and $\xi^*_b$. But, such an exclusion restriction may not be plausible in a given application.

7.10 Tests in Nonlinear Moment Condition Models

Weak IVs appear not only in linear models, but also in nonlinear models specified by moment conditions. Such models typically are estimated by generalized method of moments (GMM), although generalized empirical likelihood (GEL) estimation also is possible. There have been significant contributions to the literature recently concerning inference in such models when the IVs are weak.

Stock and Wright (2000) extend weak IV asymptotics to nonlinear models by taking part of the population moment function to be local to zero for all values of the parameter as $n \to \infty$. This implies that part of the matrix of derivatives of the sample moments is local to zero as $n \to \infty$. These results allow one to assess both the null rejection probabilities of tests under weak IV asymptotics and their power properties. Stock and Wright (2000) consider extensions of the AR test and corresponding CIs to the nonlinear moment condition model.

Kleibergen (2002, 2005a, b) extends the weak IV-robust LM test for the IV regression model to the moment condition model. This allows him to construct, by analogy, a CLR test for the nonlinear moment condition model, call it GMM-CLR. The GMM-CLR test is robust to weak IVs and allows for heteroskedasticity and/or autocorrelation. Its power properties have not been investigated, but one would think that in many cases they would reflect the power advantages of the CLR test in linear models.

Generalized empirical likelihood (GEL) versions of the weak IV robust AR and LM tests have been constructed by Guggenberger and Smith (2005a, b), Otsu (2005), and Caner (2003). These tests are robust to heteroskedasticity and/or autocorrelation. Their properties under the null and alternatives using the weak IV asymptotics of Stock and Wright (2000) are the same as those of the AR and LM moment condition tests. Hence, one would expect that these GEL tests are not as powerful as the GMM-CLR test, at least if the amount of heteroskedasticity and autocorrelation is not too large. We note that it should be possible to construct a GEL-based test that is an analogue of the CLR test.

Given current knowledge, we recommend the GMM-CLR test of Kleibergen (2005a, b) for dealing with weak IVs in moment condition models. However, knowledge in this area is not completely developed and it remains an open question whether a test that dominates GMM-CLR can be developed.
8 Estimation with Weak IVs

This section gives a brief discussion of estimation with weak IVs. Under weak IV asymptotics, what is relevant is estimation in the normal linear model with known $\Omega$. There is a substantial older literature comparing estimators in this model. See Rothenberg (1984) and Phillips (1984) for references. But, the relevance of some of this literature is diminished for two reasons. First, many comparisons are based on higher-order expansions under standard SI asymptotics. For example, see Nagar (1959) and Rothenberg (1984) for further references. Hahn, Hausman, and Kuestersteiner (2004) (HHK) and Chao and Swanson (2003) find such higher-order expansions are not accurate under weak IV parameter configurations. Second, Monte Carlo comparisons in the older literature tend to be for relatively strong IV parameter configurations, see HHK.

Chamberlain (2005) has provided a theoretical optimality result for the LIMLk estimator (i.e., LIML for the case of known $\Omega$) in the model of (2.1)-(2.2). He shows that LIMLk is minimax for a particular bounded loss function. He also shows that LIMLk minimizes average risk over certain ellipses in $\pi$-space independently of the radius of these ellipses. These are nice theoretical properties, but the lack of finite integer moments of LIML and LIMLk indicates that the loss function employed may not be desirable if one is concerned with large estimation errors.

Via simulation, HHK confirm that LIML displays high dispersion under weak IV parameter configurations relative to other estimators even when dispersion is measured by the interquartile range rather than by the variance (which is infinite for LIML and LIMLk). LIML does exhibits low median bias, which is consistent with LIMLk being exactly median unbiased.

Fuller’s (1977) modification of LIML with $a = 1$ or 4 has finite moments and its median-bias is relatively small in HHK’s simulations with weak IV parameter configurations. The jackknife 2SLS estimator also fares well in these simulations.

There has been recent research on Bayes estimators for the model of (2.1)-(2.2) that is relevant for weak IV contexts. Kleibergen and van Dijk (1998) consider a diffuse prior that is designed to handle lack of identification due to weak IVs. Kleibergen and Zivot (2003) consider priors that yield posteriors that are of the same form as the densities of 2SLS and LIML. Chao and Phillips (1998, 2002) construct the Jeffreys prior Bayes estimator for the limited information model. Zellner (1998) introduces a Bayesian method of moments estimator (BMOM), which is in the family of double $k$ class estimators. Unlike the other Bayes estimators mentioned above, BMOM is not equivariant to shifts in $\beta$. Gao and Lahiri (1999) carry out a Monte Carlo comparisons of several of these Bayes estimators under weak IV parameter configurations.

By standard results, Bayes estimators based on proper priors and their limits yield a complete class of estimators for the model with iid homoskedastic normal errors and known $\Omega$. Hence, these estimators also form an asymptotically complete class under weak IV asymptotics when $\Omega$ is unknown and is replaced by a consistent estimator.

Other related papers include Forchini and Hillier (2003), who consider conditional
estimation given the eigenvalues of the “first stage F” matrix, and Hahn and Hausman (2003a) and Kiviet and Niemczyk (2005), who consider the relative attributes of OLS and 2SLS.

We conclude this section by noting that there does not seem to be any dominant estimation method for the linear model with weak IVs. At this time, we recommend Fuller’s (1977) modified LIML estimator with $a = 1$ or $4$ as a good choice in terms of overall properties.

9 Estimation with Many Weak IVs

To date the literature concerning models with many weak IVs has focussed on estimation. Chao and Swanson (2005) consider asymptotics in which $k \to \infty$ and $\pi \to 0$ as $n \to \infty$. The idea of their paper is that a sufficient number of weak IVs may provide enough additional information regarding $\beta$ to yield consistent estimation. Indeed, they establish that consistent estimation of $\beta$ is possible even if $\pi = C/\sqrt{n}$ (as in weak IV asymptotics) provided $k \to \infty$. For consistency of LIML or the jackknife IV estimator (JIVE), one needs $\lambda/k^{1/2} \to \infty$ as $n \to \infty$, where $\lambda = \pi Z^\prime Z \pi$ indexes the strength of the IVs. For consistency of 2SLS, on the other hand, one needs a faster growth rate of $\lambda$: $\lambda/k \to \infty$ as $n \to \infty$. This advantage of LIML over 2SLS is consistent with the higher-order bias properties of LIML and 2SLS under many (non-weak) IV asymptotics, see HHK.

Han and Phillips (2005) consider fixed weight-matrix GMM estimators for non-linear moment condition models. Their results show that many different types of asymptotic behavior of such estimators is possible depending on the rates of growth of the strength of the IVs relative to $k$. They provide conditions for convergence in probability to a constant, which is not necessarily true value. They provide results based on high-level conditions that indicate that the asymptotic distributions of fixed weight-matrix GMM estimators can be normal or non-normal.

Hansen, Hausman, and Newey (2005) and Newey and Windmeijer (2005) analyze LIML and Fuller’s (1977) modified LIML estimators and generalized empirical likelihood (GEL) estimators, respectively, when $\lambda/k \to c$ as $n \to \infty$ for some constant $c > 0$. They show that these estimators are asymptotically normal, but with a variance matrix has an additional term compared to usual fixed $k$ case. They provide a new asymptotic variance estimator that is asymptotically correct under many weak IV asymptotics when $\lambda/k \to c$. Although this variance estimator helps to robustify inference to many weak IVs, tests and CIs based on this asymptotic approximation are not fully robust to weak IVs or large $k$.

Anderson, Kunitomo, and Matsushita (2005) consider a (restricted) class of estimators in the linear IV model and show that the LIML estimator satisfies some asymptotic optimality properties within this class under many weak IV asymptotics when $\lambda/k \to c$ as $n \to \infty$ for some constant $c > 0$. (The same is true for Fuller’s (1977) modified LIML estimator.)

Chamberlain and Imbens (2004) develop a random-effects quasi-ML estimator based on a random coefficients structure on the relation between the rhs endogenous
variable and the IVs. This structure reduces the number of parameters to be estimated. (They do not consider the asymptotic distribution of the estimator under many weak IV asymptotics.)

Chao and Swanson (2003) introduce bias-corrected linear IV estimators based on sequential asymptotics in which \( n \to \infty \) and then \( \lambda_{conc}/k \to \infty \).

10 Testing with Many Weak Instruments

In this section, we present new results concerning tests in the asymptotic framework of many weak IVs. We are interested in the relative performance of the AR, LM, and CLR tests and in their performance relative to an asymptotic power envelope.

10.1 Asymptotic Distribution of \( Q \) for Large \( \lambda \) and \( k \)

We consider the model of (2.1)-(2.2) with iid homoskedastic normal errors. The hypotheses of interest are given in (7.1). The statistics \( S \) and \( T \) are defined in (7.13). As in AMS, we focus on invariant tests, which are functions of the maximal invariant \( Q \) defined in (7.14). Our goal is to obtain an asymptotic two-sided power envelope for invariant tests concerning \( \beta \) when \( (\lambda, k) \to \infty \). To achieve this, we need to determine the asymptotic distribution of \( Q \) as \( (\lambda, k) \to \infty \).

The means of \( S \) and \( T \) depend on the following quantities:

\[
\mu_\pi = (Z'Z)^{1/2}\pi \in \mathbb{R}^k, \quad c_\beta = (\beta - \beta_0) \cdot (b_0'\Omega b_0)^{-1/2} \in \mathbb{R}, \quad \text{and} \\
d_\beta = a'\Omega^{-1}a_0 \cdot (a_0'\Omega^{-1}a_0)^{-1/2} \in \mathbb{R}, \quad \text{where} \quad a = (\beta, 1)'. \tag{10.1}
\]

The distributions of \( S \) and \( T \) are \( S \sim N(c_\beta \mu_\pi, I_k) \), \( T \sim N(d_\beta \mu_\pi, I_k) \), and \( S \) and \( T \) are independent, see Lemma 2 of AMS.

Under the model specification given above, the following assumption holds.

**Assumption 1.** \( Q = Q_{\lambda,k} = [S:T][S:T] \), where \( S \sim N(c_\beta \mu_\pi, I_k) \), \( T \sim N(d_\beta \mu_\pi, I_k) \), \( S \) and \( T \) are independent, and \( (\mu_\pi, c_\beta, d_\beta) \) are defined in (10.1).

By definition, under Assumption 1, \( Q \) has a noncentral Wishart distribution with mean matrix \( M = \mu_\pi(c_\beta, d_\beta)' \) (of rank one) and identity covariance matrix. The distribution of \( Q \) only depends on \( \mu_\pi \) through \( \lambda = \mu_\pi^2 \mu_\pi \). The density of \( Q \) is given in Lemma 3 of AMS.

Next, we specify the rate at which \( \lambda \) and \( k \) diverge to infinity. Our results allow for a wide range of possibilities. All limits are as \( (\lambda, k) \to \infty \). Let \( \chi^2_{\delta}(\delta) \) denote a noncentral chi-square distribution with one degree of freedom and noncentrality parameter \( \delta \).

**Assumption 2.** \( \lambda/k^\tau \to r_\tau \) for some constants \( \tau \in (0, \infty) \) and \( r_\tau \in [0, \infty) \).
The asymptotic distribution of $Q$ depends on the following quantities:

$$V_{3,\tau} = \begin{cases} 
\text{Diag}\{2, 1, 2\} & \text{if } 0 < \tau \leq 1/2 \\
\text{Diag}\{2, 1, 0\} & \text{if } 1/2 < \tau < 1 \\
\text{Diag}\{2, 1 + d_{\beta_0}^2 r_1, 0\} & \text{if } \tau = 1 \\
\text{Diag}\{2, d_{\beta_0}^2 r_\tau, 0\} & \text{if } \tau > 1 
\end{cases}$$

$$\gamma_B = (b_0' \Omega b_0)^{-1/2} d_{\beta_0} B$$

(10.2)

for a scalar constant $B$.

The asymptotic distribution of $Q$ is given in the following theorem.

**Theorem 1** Suppose Assumptions 1 and 2 hold.

(a) If $0 < \tau < 1/2$ and $\beta$ is fixed,

$$\begin{pmatrix} (S'S - k)/k_1^{1/2} \\ S'T/k_2^{1/2} \\ (T'T - k)/k_2^{1/2} \end{pmatrix} \to_d \begin{pmatrix} \overline{Q}_{S,\infty} \\ \overline{Q}_{ST,\infty} \\ \overline{Q}_{T,\infty} \end{pmatrix} \sim N \left( \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}, V_{3,\tau} \right),$$

$$(AR - 1)k_1^{1/2} \to_d \overline{Q}_{S,\infty} \sim N(0, 2), \quad \text{LM} \to_d \overline{Q}_{ST,\infty}^2 \sim \chi_2^2(0), \quad \text{and}$$

$$LR/k_1^{1/2} \to_d \frac{1}{2} \left( \overline{Q}_{S,\infty} - \overline{Q}_{T,\infty} + \sqrt{(\overline{Q}_{T,\infty} - \overline{Q}_{S,\infty})^2 + 4\overline{Q}_{ST,\infty}^2} \right).$$

(b) If $\tau = 1/2$ and $\beta$ is fixed,

$$\begin{pmatrix} (S'S - k)/k_1^{1/2} \\ S'T/k_2^{1/2} \\ (T'T - k)/k_2^{1/2} \end{pmatrix} \to_d \begin{pmatrix} \overline{Q}_{S,\infty} \\ \overline{Q}_{ST,\infty} \\ \overline{Q}_{T,\infty} \end{pmatrix} \sim N \left( \begin{pmatrix} c_{21}^2 r_1/2 \\ c_{\beta} d_{\beta} r_1/2 \\ d_{\beta}^2 r_1/2 \end{pmatrix}, V_{3,1/2} \right),$$

$$(AR - 1)k_1^{1/2} \to_d \overline{Q}_{S,\infty} \sim N(c_{21}^2 r_1/2, 2),$$

$$\text{LM} \to_d \overline{Q}_{ST,\infty}^2 \sim \chi_2^2(c_{\beta}^2 d_{\beta}^2 r_1^2), \quad \text{and}$$

$$LR/k_1^{1/2} \to_d \frac{1}{2} \left( \overline{Q}_{S,\infty} - \overline{Q}_{T,\infty} + \sqrt{(\overline{Q}_{T,\infty} - \overline{Q}_{S,\infty})^2 + 4\overline{Q}_{ST,\infty}^2} \right).$$

(c) If $1/2 < \tau \leq 1$ and $\beta = \beta_0 + Bk_1^{1/2-\tau}$ for a scalar constant $B$,

$$\begin{pmatrix} (S'S - k)/k_1^{1/2} \\ S'T/k_2^{1/2} \\ (T'T - k)/k_\tau \end{pmatrix} \to_d \begin{pmatrix} \overline{Q}_{S,\infty} \\ \overline{Q}_{ST,\infty} \\ \overline{Q}_{T,\infty} \end{pmatrix} \sim N \left( \begin{pmatrix} 0 \\ \gamma_B r_\tau \\ d_{\beta_0}^2 r_\tau \end{pmatrix}, V_{3,\tau} \right),$$

$$(AR - 1)k_1^{1/2} \to_d \overline{Q}_{S,\infty} \sim N(0, 2),$$

$$\text{LM} \to_d \overline{Q}_{ST,\infty}^2 \sim \chi_1^2(\gamma_B^2 r_\tau^2) \quad \text{when } 1/2 < \tau < 1,$$

$$\text{LM} \to_d \overline{Q}_{ST,\infty}^2/(1 + d_{\beta_0}^2 r_1) \sim \chi_1^2(\gamma_B^2 r_\tau^2/(1 + d_{\beta_0}^2 r_1)) \quad \text{when } \tau = 1,$$

$$LR = (1/(d_{\beta_0}^2 r_\tau)) k_1^{-\tau} \text{LM}(1 + o_p(1)) \quad \text{when } 1/2 < \tau < 1,$$

$$LR = ((1 + d_{\beta_0}^2 r_1)/(d_{\beta_0}^2 r_1)) \text{LM} + o_p(1) \quad \text{when } \tau = 1.$$
(d) If $\tau > 1$, $r_\tau > 0$, and $\beta = \beta_0 + Bk^{-\tau/2}$,

$$
\left( \frac{(S'S - k)/k^{1/2}}{S'T/k^{\tau/2}} \right) \overset{\rightarrow}{\longrightarrow} \left( \begin{array}{c} Q_{S,\infty} \\ Q_{ST,\infty} \\ Q_{T,\infty} \end{array} \right) \sim N \left( \begin{array}{c} 0 \\ \gamma_B r_\tau \\ \frac{d_{\beta_0}^2 r_\tau}{\beta_0} \end{array} \right), V_{3,\tau}, \left( AR - 1 \right) k^{1/2} \overset{\rightarrow}{\longrightarrow} \frac{Q_{S,\infty}}{2} \sim N(0, 2),
$$

$$LM \overset{\rightarrow}{\longrightarrow} \frac{Q_{ST,\infty}^2}{(d_{\beta_0}^2 r_\tau)} \sim \chi^2(\frac{2}{\beta_0} \frac{\gamma_B r_\tau}{d_{\beta_0}^2}) \text{ provided } d_{\beta_0} \neq 0, \text{ and } LR = LM + o_p(1).
$$

**Comments.**

1. An interesting feature of Theorem 1 is that the statistics $S'S$, $S'T$, and $T'T$ are asymptotically independent.

2. Part (a) of the Theorem shows that when the concentration parameter $\lambda$ grows at a rate slower than $k^{1/2}$ the statistic $Q$ has an asymptotic distribution that does not depend on the parameter $\beta$. Hence, in this case, no test has non-trivial asymptotic power.

3. The result of part (a) also holds when $\lambda$ is fixed and $k \rightarrow \infty$.

4. Part (b) of the Theorem is the most interesting case. When the concentration parameter $\lambda$ grows at the rate $k^{1/2}$, all three normalized statistics $S'S$, $S'T$, and $T'T$ have asymptotic distributions that depend on $\beta$. In this case, the growth in $\lambda$ is not sufficiently fast that consistent estimation of $\beta$ is possible (otherwise, tests with asymptotic power one against fixed alternatives would be available).

5. Parts (c) and (d) show that when $\lambda$ grows at a rate faster than $k^{1/2}$ the AR statistic has trivial asymptotic power against local alternatives for which the LM and LR statistics have non-trivial power. Furthermore, in this case the LM and LR statistics are asymptotically equivalent.

6. The cases considered in Chao and Swanson (2005) and Han and Phillips (2005) correspond to $\tau > 1/2$. Those considered in Stock and Yogo (2005a), Anderson, Kunitomo, and Matsushita (2005), Hansen, Hausman, and Newey (2005), and Newey and Windmeijer (2005) correspond to the case where $\tau = 1$.

### 10.2 Two-sided Asymptotic Power Envelopes

In the next several subsections, we determine asymptotic power envelopes for two-sided tests. We start with the most interesting case in which $\lambda/k^{1/2} \rightarrow r_{1/2}$, i.e., the case $\tau = 1/2$. Subsequently, we consider the case $\tau > 1/2$. In contrast to the results in AMS, we do not restrict attention to tests that are asymptotically similar. Rather, we allow for both asymptotically similar and non-similar tests and show that the power envelope is determined by tests that are asymptotically similar.

There are several ways of constructing a two-sided power envelope depending on how one imposes the two-sidedness condition. The approach we take here is based on determining the highest possible average power against a point $(\beta, \lambda) = (\beta^*, \lambda^*)$ and another point, say $(\beta_2^*, \lambda_2^*)$, for which $\beta_2^*$ lies on the other side of the null value $\beta_0$ than $\beta^*$. (The power envelope then is a function of $(\beta, \lambda) = (\beta^*, \lambda^*)$.) Given $(\beta^*, \lambda^*)$, we select $(\beta_2^*, \lambda_2^*)$ in the same way as in AMS. In particular, the point $(\beta_2^*, \lambda_2^*)$ has
the property that the test that maximizes average power against these two points is asymptotically efficient under strong IV asymptotics when the number of IVs \( k \) is fixed as \( \lambda \to \infty \). Furthermore, the power of the test that maximizes average power against these two points is the same for each of the two points. This choice also has the desirable properties that (a) the marginal distributions of \( Q_S, Q_{ST}, \) and \( Q_T \) under \( (\beta_2^*, \lambda_2^*) \) are the same as under \( (\beta^*, \lambda^*) \), (b) the joint distribution of \( (Q_S, Q_{ST}, Q_T) \) under \( (\beta_2^*, \lambda_2^*) \) equals that of \( (Q_S, -Q_{ST}, Q_T) \) under \( (\beta^*, \lambda^*) \), which corresponds to \( \beta_2^* \) being on the other side of the null from \( \beta^* \), and (c) the distribution of \([-S : T]\) under \( (\beta_2^*, \lambda_2^*) \) equals that of \([S : T]\) under \( (\beta^*, \lambda^*) \).

Given \( (\beta^*, \lambda^*) \), the point \( (\beta_2^*, \lambda_2^*) \) that has these properties is shown in AMS to satisfy \( (\lambda_2^*)^1/2 c_{\beta_2^*} = -(\lambda^*)^1/2 c_{\beta^*} \neq 0 \) and \( (\lambda_2^*)^1/2 d_{\beta_2^*} = (\lambda^*)^1/2 d_{\beta^*} \) and is given by

\[
\beta_2^* = \beta_0 - \frac{d_{\beta_0}(\beta^* - \beta_0)}{d_{\beta_0} + 2g(\beta^* - \beta_0)} \quad \text{and} \quad \lambda_2^* = \lambda^* \frac{(d_{\beta_0} + 2g(\beta^* - \beta_0))^2}{d_{\beta_0}^2}, \quad \text{where} \quad g = e_1' \Omega^{-1} a_0 (a_0' \Omega^{-1} a_0)^{-1/2} \quad \text{and} \quad e_1 = (1, 0)'.
\]

(graded \( \beta^* \neq \beta_{AR} \), where \( \beta_{AR} \) denotes the point \( \beta \) at which \( d_{\beta} = 0 \), see AMS).

The average power of a test \( \phi(Q) \) against the two points \( (\beta^*, \lambda^*) \) and \( (\beta_2^*, \lambda_2^*) \) is given by

\[
K(\phi; \beta^*, \lambda^*) = \frac{1}{2} \left[ E_{\beta^*, \lambda^*}(Q) + E_{\beta_2^*, \lambda_2^*}(Q) \right] = E_{\beta^*, \lambda^*}(Q),
\]

where \( E_{\beta, \lambda} \) denotes expectation with respect to the density \( f_{Q_1, Q_T}(q_1, q_T; \beta, \lambda) \), which is the joint density of \( (Q_1, Q_T) \) at \( (q_1, q_T) \) when \( (\beta, \lambda) \) are the true parameters, and \( E_{\beta^*, \lambda^*} \) denotes expectation with respect to the density

\[
f_{Q_1, Q_T}(q_1, q_T; \beta^*, \lambda^*) = \frac{1}{2} \left[ f_{Q_1, Q_T}(q_1, q_T; \beta^*, \lambda^*) + f_{Q_1, Q_T}(q_1, q_T; \beta_2^*, \lambda_2^*) \right].
\]

Hence, the average power (AP) of \( \phi(Q) \) against \( (\beta^*, \lambda^*) \) and \( (\beta_2^*, \lambda_2^*) \) can be written as the power against the single density \( f_{Q_1, Q_T}(q_1, q_T; \beta^*, \lambda^*) \).

### 10.3 Asymptotic Power Envelope for \( \tau = 1/2 \)

We now consider the case where \( \tau = 1/2 \). We restrict ourselves to invariant tests that depend on the data only through

\[
\overline{Q}_{\lambda,k} = (Q_{\lambda,k} - kI_2)/k^{1/2}, \quad \text{where} \quad vech(\overline{Q}_{\lambda,k}) = (\overline{Q}_{S,k}, \overline{Q}_{ST,k}, \overline{Q}_{T,k})'.
\]

A test \( \phi_k(\overline{Q}_{\lambda,k}) \) is \( \{0,1\} \)-valued and rejects the null hypothesis when \( \phi_k = 1 \). We say that a sequence of tests \( \{ \phi_k : k \geq 1 \} \) is a convergent sequence of asymptotically level \( \alpha \) tests for \( \tau = 1/2 \) if there exists a \( \{0,1\} \)-valued function \( \phi \) such that under Assumption 1, under any sequence \( \lambda/k^{1/2} \to r_{1/2} \) for any \( r_{1/2} \) in some non-empty
subset of \([0, \infty)\), and for any \(\beta\) in some set that includes \(\{\beta_0, \beta^*, \beta^*_2\}\), we have

\[
\phi_k(Q_{\lambda,k}) \rightarrow_d \phi(Q_{\infty}), \quad \text{where}
\]

\[
vech(Q_{\infty}) = \left( \begin{array}{c}
Q_{S,\infty} \\
Q_{ST,\infty} \\
Q_{T,\infty}
\end{array} \right) \sim N\left( \left( \begin{array}{c}
c_{\beta}^2 r_{1/2} \\
c_{\beta}^2 d_{\beta} r_{1/2} \\
d_{\beta}^2 r_{1/2}
\end{array} \right), V_{3,1/2} \right), \quad \text{and}
\]

\[
P_{\beta_0,r_{1/2}}(\phi(Q_{\infty}) = 1) \leq \alpha,
\]

where \(P_{\beta,r_{1/2}}(\cdot)\) denotes probability when the true parameters are \((\beta, r_{1/2})\). By Theorem 1, examples of convergent sequences of asymptotically level \(\alpha\) tests include sequences of CLR, LM, and AR tests. Standard Wald and LR tests are not asymptotically level \(\alpha\).

We now determine the average power envelope for the asymptotic testing problem. Let \(Q_{\infty}\) be distributed as in (10.7). The unknown parameters are \(\beta\) and \(r_{1/2}\). We are interested in average power against two points \((\beta^*, r_{1/2}^*)\) and \((\beta^*_2, r_{2,1/2}^*)\), where \(\beta^*_2\) is as defined in (10.3) and \(r_{2,1/2}^*\) is the asymptotic analogue of \(\lambda_2^*\) and is defined in (10.3) with \(\lambda^*\) replaced by \(r_{1/2}^*\). As in (10.4), the average power of a test based on \(Q_{\infty}\) equals its power against the single alternative whose density is the average of the densities for the points \((\beta^*, r_{1/2}^*)\) and \((\beta^*_2, r_{2,1/2}^*)\).

The null hypothesis is composite and the alternative is simple, so we use the “least favorable” approach of Lehmann (1986, Sec. 3.8) to find a best test of level \(\alpha\). The idea is as follows. Given a distribution over the parameters in the null hypothesis, say \(G(\cdot)\), one obtains a single distribution by integrating the null distribution with respect to \(G(\cdot)\). For any \(G(\cdot)\), one can construct the level \(\alpha\) LR test for the simple null versus the simple alternative and it is best according to the Neyman-Pearson Lemma. If one can find a distribution, \(G_{LF}(\cdot)\), called a least favorable distribution, for which the simple versus simple LR test is of level \(\alpha\) not just for the simple null but for the underlying composite null as well, then this LR test is the best level \(\alpha\) test for the composite null versus the simple alternative. The reason is that this test is best against the simple alternative subject to the constraint that the average null rejection rate weighted by \(G_{LF}(\cdot)\) is less than or equal to \(\alpha\), which is a weaker constraint than the constraint that the pointwise rejection rate is less than or equal to \(\alpha\) for all points in the composite null.

The key step in the implementation of the least favorable approach is the determination of a least favorable distribution. In the present case, the parameter that appears under the null hypothesis is \(r_{1/2}\) and it only affects the distribution of \(Q_{T,\infty}\) because \(c_{\beta_0} = 0\) implies that \(Q_{S,\infty}\) and \(Q_{ST,\infty}\) have mean zero under \(H_0\) (see (10.7)). The distribution of \(Q_{T,\infty}\) under \((\beta^*, r_{1/2}^*)\) and \((\beta^*_2, r_{2,1/2}^*)\) is the same because \(d_{\beta}^2 r_{1/2}^* = d_{\beta}^2 r_{2,1/2}^*\), see (10.3), and \(Q_{T,\infty} \sim N(d_{\beta}^2 r_{1/2}, 2)\) under \((\beta, r_{1/2})\) by (10.7). Hence, the distribution of \(Q_{T,\infty}\) under the simple alternative whose density is the average of the densities for the points \((\beta^*, r_{1/2}^*)\) and \((\beta^*_2, r_{2,1/2}^*)\) is just \(N(d_{\beta}^2 r_{1/2}, 2)\).

Under the null hypothesis, \(Q_{T,\infty} \sim N(d_{\beta_0}^2 r_{1/2}, 2)\). Hence, if we take the least favorable distribution to be a point mass at \(r_{1/2}^*\), where \(d_{\beta_0}^2 r_{1/2}^* = d_{\beta}^2 r_{1/2}^*\) or equiv-
lently
\[ r_{1/2}^{LF} = d_{\beta}^2 r_{1/2}^*/d_{\beta_0}^2, \]  
then \( \overline{Q}_{T,\infty} \) has the same distribution under the simple null hypothesis as under the simple alternative hypothesis. Given the independence of \((\overline{Q}_{S,\infty}, \overline{Q}_{ST,\infty}) \) and \( \overline{Q}_{T,\infty} \), the simple versus simple LR test statistic does not depend on \( \overline{Q}_{T,\infty} \). This implies that the pointmass distribution at \( r_{1/2}^{LF} \) is indeed least favorable because the simple versus simple LR statistic depends only on \((\overline{Q}_{S,\infty}, \overline{Q}_{ST,\infty}) \), the null distribution of latter does not depend on \( r_{1/2} \), and hence the pointwise null rejection rate of the simple versus simple level \( \alpha \) LR test is \( \alpha \) for each point in the null hypothesis.

The above discussion establishes that the best test for testing the composite null hypothesis \((\beta^*, \lambda^*) \) against the simple alternative based on the average density determined by \((\beta^*, r_{1/2}^*) \) and \((\beta_2^*, r_{2,1/2}^*) \) is given by the likelihood ratio for \((\overline{Q}_{S,\infty}, \overline{Q}_{ST,\infty}) \). This likelihood ratio statistic is given by

\[
LR^*(\overline{Q}_{\infty}; \beta^*, r_{1/2}^*) = LR^*(\overline{Q}_{S,\infty}, \overline{Q}_{ST,\infty}; \beta^*, r_{1/2}^*) = \exp\left(-\frac{1}{4}(\overline{Q}_{S,\infty} - c_{\beta}^2 r_{1/2}^*)^2 \right) \times 
\left( \exp\left(-\frac{1}{2}(\overline{Q}_{ST,\infty} - c_{\beta}^2 d_{\beta}^2 r_{1/2}^*)^2 \right) + \exp\left(-\frac{1}{2}(\overline{Q}_{ST,\infty} + c_{\beta}^2 d_{\beta}^2 r_{1/2}^*)^2 \right) \right) 
\]

\[= \exp(-c_{\beta}^4 r_{1/2}^* / 4 - c_{\beta}^2 d_{\beta}^2 r_{1/2}^*) \exp\left( c_{\beta}^2 r_{1/2}^* / 2 \overline{Q}_{S,\infty} \right) \times \left( \exp(c_{\beta}^2 d_{\beta}^2 r_{1/2}^* / 2 \overline{Q}_{S,\infty}) + \exp(-c_{\beta}^2 d_{\beta}^2 r_{1/2}^* \overline{Q}_{ST,\infty}) \right) / 2 \]

\[= \exp(-c_{\beta}^4 r_{1/2}^* / 4 - c_{\beta}^2 d_{\beta}^2 r_{1/2}^*) \exp\left( c_{\beta}^2 r_{1/2}^* / 2 \overline{Q}_{S,\infty} \right) \cosh(c_{\beta}^2 d_{\beta}^2 r_{1/2}^* \overline{Q}_{ST,\infty}) \]

The critical value, \( \kappa_\alpha^*(\beta^*, r_{1/2}^*) \), for the \( LR^* \) test is defined by

\[ P(LR^*(N_1, N_2; \beta^*, r_{1/2}^*) \geq \kappa_\alpha^*(\beta^*, r_{1/2}^*)) = \alpha, \text{ where} \]

\[ (N_1, N_2)' \sim N(0, \text{Diag}\{2, 1\}). \]

By varying \((\beta^*, r_{1/2}^*)\), the power of the \( LR^*(\overline{Q}_{\infty}; \beta^*, r_{1/2}^*) \) test traces out the average power envelope for level \( \alpha \) similar tests for the asymptotic testing problem.

The results above lead to the following Theorem, which provides an upper bound on asymptotic average power.

**Theorem 2** The average power over \((\beta^*, \lambda^*) \) and \((\beta_2^*, \lambda_2^*) \) of any convergent sequence of invariant and asymptotically level \( \alpha \) tests for \( \tau = 1/2 \), \( \{\phi_k(\overline{Q}_{\lambda,k}) : k \geq 1\} \), satisfies

\[ \lim_{k \to \infty} (1/2) \int P_{\beta^*, \lambda^*}(\phi_k(\overline{Q}_{\lambda,k}) = 1) + P_{\beta_2^*, \lambda_2^*}(\phi_k(\overline{Q}_{\lambda,k}) = 1) = P_{\beta^*, r_{1/2}^*}(\phi(\overline{Q}_{\infty}) = 1) \leq P_{\beta^*, r_{1/2}^*}(LR^*(\overline{Q}_{\infty}; \beta^*, r_{1/2}^*) > \kappa_\alpha(\beta^*, r_{1/2}^*)) \]

where \( P_{\beta, \lambda}(\cdot) \) denotes probability when \( Q_{\lambda,k} \) has the distribution specified in Assumption 1 with parameters \((\beta, \lambda)\), \( P_{\beta, r_{1/2}^*}(\cdot) \) denotes probability when \( \overline{Q}_{\infty} \) has the distribution in (10.7), and \( P_{\beta^*, r_{1/2}^*}(\cdot) = (1/2)P_{\beta^*, r_{1/2}^*}(\cdot) + P_{\beta_2^*, r_{2,1/2}^*}(\cdot) \).
The upper bound on average asymptotic power given in Theorem 2 is attained by a point optimal invariant two-sided (POI2) test that rejects \( H_0 \) if
\[
LR^* (Q_{S,k}, Q_{ST,k}; \beta^*, r_{1/2}^*) > \kappa_\alpha^* (\beta^*, r_{1/2}^*),
\]
This test is asymptotically similar. Hence, the asymptotic power envelope for similar and non-similar invariant tests is the same. The asymptotic distribution of the test statistic in (10.11) is given in the following Corollary to Theorem 1(b) (which holds by the continuous mapping theorem).

**Corollary 1** Suppose Assumptions 1 and 2 hold with \( \tau = 1/2 \) and \( \beta \) is fixed. Then,
\[
LR^* (Q_{\lambda,k}; \beta^*, r_{1/2}^*) \rightarrow_d LR^* (Q_{\infty}; \beta^*, r_{1/2}^*),
\]
where \( Q_{\infty} \) is distributed as in (10.7).

**Comments.** 1. Corollary 1 implies that the POI2 test of (10.11) is a convergent sequence of invariant and asymptotically level \( \alpha \) tests that attains the upper bound on asymptotic average power given in Theorem 2 at \( (\beta^*, r_{1/2}^*) \).

2. Corollary 1 shows that the upper bound in Theorem 2 is attainable and, hence, that the upper bound is the asymptotic power envelope when \( \tau = 1/2 \).

### 10.4 Numerical Results for Many Weak Instruments

We now turn to a brief summary of numerical properties of the many weak instrument power envelope and the AR, LM, and CLR tests under the \( \tau = 1/2 \) sequence. The limiting power envelope and power functions for various values of \( r_{1/2} \) are presented in Figure 2 for \( \rho = .95 \) and in Figure 3 for \( \rho = .5 \). These figures, and unreported additional numerical work, support three main conclusions. First, the power function of the CLR test is effectively on the limiting asymptotically efficient power envelope, so the CLR test is, in effect, UMP among asymptotically efficient invariant tests under the \( \tau = 1/2 \) sequence. Second, the power function of the LM test sometimes falls well below the power envelope and is not monotonic in the many-instrument limit. Third, the performance of the AR test, relative to the power envelope and the CLR and LM tests, depends heavily on the strength of the instruments. For very weak instruments, the AR power function is below the power envelope but the AR test still exhibits nontrivial power. As the strength of the instruments increases (that is, as \( r_{1/2} \) increases), the power of the AR test, relative to the other tests, is increasingly poor, and the power function is nearly flat in the case of panel (d) in both figures.

These results apply to the limit of the sequence \( (\lambda, k) \) as \( \lambda/k^{1/2} \rightarrow r_{1/2} \). It is of interest to examine numerically the speed of convergence of the finite-\( k \) power envelopes and power functions to this limit. This is done in Figures 4 and 5, which present the power envelope and the CLR power function for various values of \( k \) and for the \( k \rightarrow \infty \) limit. Evidently the speed of convergence, and the quality of the \( k \rightarrow \infty \) approximation, depends on the strength of the instruments. For very weak instruments (panels (a) and (b)), the rate of convergence is fairly fast and the
limiting functions are close to the finite-\( k \) approximations. For stronger instruments, the limiting approximation is less good and is achieved less quickly. An important point to note in Figures 4 and 5 is that for each parameter value and for each value of \( k \), the CLR power function is effectively on the power envelope. Whether or not the \( k \to \infty \) approximation is a good one for finite \( k \), the CLR power function is in effect on the power envelope for asymptotically efficient two-sided invariant similar tests.

Figures 6 and 7 present a final set of numerical results, in which we consider performance of the CLR and AR tests along the sequence \( \tau = 0 \); this corresponds to the addition of irrelevant instruments as \( k \) increases. In the limit that \( k \to \infty \), these tests have trivial power, but this result does not tell us directly how costly it is to err on the side of adding an irrelevant instrument. Perhaps surprisingly, for these and other cases not reported, adding a few irrelevant instruments is not very costly in terms of power for the CLR test; less surprisingly, adding a great number of irrelevant instruments drives the power to zero.

### 10.5 Asymptotic Power Envelope When \( \tau > 1/2 \)

We now consider the asymptotic power envelope for the case where \( \tau > 1/2 \). In this case, the alternatives that we consider are local to the null hypothesis and significant simplifications occur. By Theorem 1(c) and (d), the asymptotic distribution of the normalized \( Q_{\lambda,k} \) matrix only depends on the unknown localization parameter \( B \) through the distribution of \( \overline{Q}_{ST,\infty} \) (because \( \overline{Q}_{S,\infty} \sim N(0,2) \) and \( \overline{Q}_{T,\infty} = d_{\beta_0}^2 r_\tau \)). The asymptotic testing problem concerns the hypotheses \( H_0^*: B = 0 \) versus \( H_1^*: B \neq 0 \) with no nuisance parameter (because \( \overline{Q}_{T,\infty} = d_{\beta_0}^2 r_\tau \) implies that \( r_\tau \) is known asymptotically). An asymptotic sufficient statistic for \( B \) is \( \overline{Q}_{ST,\infty} \), which has distribution

\[
\overline{Q}_{ST,\infty} \sim \begin{cases} 
N(0,2) & \text{when } 1/2 < \tau < 1 \\
N(0,2d_{\beta_0}^2 r_\tau) & \text{when } \tau = 1 \\
N(0,2d_{\beta_0}^2 r_\tau) & \text{when } \tau > 1.
\end{cases}
\]  

(10.12)

Using the same sort of argument as in Section 10.3, by the Neyman-Pearson Lemma, the level \( \alpha \) test based on \( \overline{Q}_{ST,\infty} \) that maximizes average power against \( B^* \) and \(-B^*\) is constructed using the following likelihood ratio statistic:

\[
LR^* = \frac{\exp(-\frac{1}{2}(\overline{Q}_{ST,\infty} - \gamma_B r_\tau)^2) + \exp(-\frac{1}{2}(\overline{Q}_{ST,\infty} + \gamma_B r_\tau)^2)}{2 \exp(-\frac{1}{2} \overline{Q}_{ST,\infty}^2)}
\]

\[
= \exp(-\frac{2}{2} \gamma_B r_\tau^2 / 2) (\exp(\gamma_B r_\tau \overline{Q}_{ST,\infty}) + \exp(-\gamma_B r_\tau \overline{Q}_{ST,\infty})) / 2
\]

\[
= \exp(-\frac{2}{2} \gamma_B r_\tau^2 / 2) \cosh(\gamma_B r_\tau \overline{Q}_{ST,\infty})
\]  

(10.13)

for the case \( 1/2 < \tau < 1 \). The test that rejects when \( LR^* \) is large is equivalent to the test that rejects when \( \overline{Q}_{ST,\infty}^2 \) is large (because \( \cosh(x) \) is increasing in \(|x|\)). Hence, the level \( \alpha \) test that maximizes average power against \( B^* \) and \(-B^*\) does not depend on \( B^* \). The test rejects \( H_0^* \) if

\[
\overline{Q}_{ST,\infty}^2 > \chi_1^2(\alpha),
\]  

(10.14)
where $\chi^2_1(\alpha)$ denotes the $1-\alpha$ quantile of a chi-squared distribution with one degree of freedom. Similar calculations for the cases $\tau = 1$ and $\tau > 1$ yield the same test as delivering maximal average power for any $B^*$. 

Returning now to the finite sample testing problem, we restrict attention to invariant tests $\phi_k(Q_{\lambda,k})$ that depend on the normalized data matrix

$$
\overline{Q}_{\lambda,k} = \begin{pmatrix} (S'S - k)/k^{1/2} & ST/k^{1/2} \\ ST/k^{1/2} & (T'T - k)/k^{\tau} \end{pmatrix} \quad \text{or} \quad \overline{Q}_{\lambda,k} = \begin{pmatrix} (S'S - k)/k^{1/2} & ST/k^{\tau/2} \\ ST/k^{\tau/2} & (T'T - k)/k^{\tau} \end{pmatrix}
$$

for $1/2 < \tau \leq 1$ or $\tau > 1$, respectively. We say that a sequence of tests $\{\phi_k(Q_{\lambda,k}) : k \geq 1\}$ is a convergent sequence of asymptotically level $\alpha$ tests for $\tau > 1/2$ if there exists a $\{0, 1\}$-valued function $\phi$ such that under Assumption 1, under any sequence $\lambda/k^\tau \to r_\tau$ for any $r_\tau$ in some non-empty subset of $[0, \infty)$, for $\beta = \beta_0 + Bk^{1/2-\tau}$ when $1/2 < \tau \leq 1$ and $\beta = \beta_0 + Bk^{-\tau/2}$ when $\tau > 1$, and for any $B$ in some set that includes $\{0, B^*, -B^*\}$, we have

$$
\phi_k(Q_{\lambda,k}) \to d \phi(Q_{\infty}), \quad \text{where}
$$

$$
vech(Q_{\infty}) = \begin{pmatrix} Q_{S_{,\infty}} \\ Q_{ST_{,\infty}} \\ Q_{T_{,\infty}} \end{pmatrix} \sim N \left( \begin{pmatrix} 0 \\ \gamma_B \tau \\ \beta_0 \tau \end{pmatrix}, V_{3,\tau} \right),
$$

$$
\tau_\tau = \begin{cases} r_\tau & \text{when } 1/2 < \tau \leq 1 \\ r_\tau^{1/2} & \text{when } \tau > 1, \end{cases}
$$

$$
P_{\beta_0}(\phi(Q_{\infty}) = 1) \leq \alpha,
$$

and $P_{\beta_0}(\cdot)$ denotes probability when the true parameter is $\beta_0$. By Theorem 1, the CLR, LM, and AR tests are examples of convergent sequences of asymptotically level $\alpha$ tests for $\tau > 1/2$.

The next result provides an upper bound on average power for convergent sequences of invariant asymptotically level $\alpha$ tests.

**Theorem 3** The average power over $B^*$ and $-B^*$ of any convergent sequence of invariant asymptotically level $\alpha$ tests for $\tau > 1/2$, $\{\phi_k(Q_{\lambda,k}) : k \geq 1\}$, satisfies

$$
\lim_{k \to \infty} (1/2)[P_{\beta_0,\lambda}(\phi_k(Q_{\lambda,k}) = 1) + P_{\beta_2,\lambda}(\phi_k(Q_{\lambda,k}) = 1)] = P_{B^*}(\phi(Q_{\infty}) = 1) \leq P_{B^*}(\overline{Q}_{ST_{,\infty}} > \chi^2_1(\alpha)),
$$

where $P_{\beta,\lambda}(\cdot)$ denotes probability when $Q_{\lambda,k}$ has the distribution specified in Assumption 1 with parameters $(\beta, \lambda)$, $\lambda/k^\tau \to r_\tau$, $\beta_0 = \beta_0 + B^*k^{1/2-\tau}$ and $\beta_2 = \beta_0 - B^*k^{1/2-\tau}$ when $1/2 < \tau \leq 1$, $\beta_0 = \beta_0 + B^*k^{-\tau/2}$ and $\beta_2 = \beta_0 - B^*k^{-\tau/2}$ when $\tau > 1$, $P_B(\cdot)$ denotes probability when $\overline{Q}_{ST_{,\infty}} \sim N(\gamma_B \tau, 1)$, and $P_B(\cdot) = (1/2)[P_B(\cdot) + P_{-B}(\cdot)]$.  
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Comment. 1. The upper bound on average asymptotic power given in Theorem 3 is attained for all $B^*$ and $-B^*$ by the LM and CLR tests by Theorem 1(c) and (d) (because the LM and LR test statistics are scalar multiples of $Q_{ST,\infty}^2$ asymptotically). In consequence, we say that these tests are asymptotically efficient when $\tau > 1/2$.

10.6 Asymptotic Power Envelope for Unknown $\Omega$

The asymptotic power envelopes provided in the preceding sections presume that the covariance matrix $\Omega$ of the reduced form errors in (2.2) is known. Tests based on $Q_{\lambda,k}$ have asymptotic level $\alpha$ only if the true $\Omega$ is used in their construction. In this section, we show that under fairly weak conditions on the growth rate of the number of IVs, $k$, these asymptotic power envelopes also apply when $\Omega$ is unknown. Obviously, an upper bound on asymptotic average power for known $\Omega$ is also an upper bound when $\Omega$ is unknown. Hence, to show that the upper bound is the power envelope, it suffices to show that it is attainable at each point by some sequence of tests.

We estimate $\Omega \in R^{2 \times 2}$ via

$$\widehat{\Omega}_n = (n - k - p)^{-1}\widehat{V}'\widehat{V}, \text{ where } \widehat{V} = Y - P_ZY - P_XY. \quad (10.17)$$

We define analogues of $S, T,$ and $Q_{\lambda,k}$ with $\Omega$ replaced by $\widehat{\Omega}_n$:

$$\widehat{S}_n = (Z'Z)^{-1/2}Z'Yb_0 \cdot (b_0^\prime \widehat{\Omega}_n b_0)^{-1/2},$$

$$\widehat{T}_n = (Z'Z)^{-1/2}Z'Y\widehat{\Omega}_n^{-1}a_0 \cdot (a_0^\prime \widehat{\Omega}_n^{-1}a_0)^{-1/2},$$

$$\widehat{Q}_{\lambda,k,n} = [\widehat{S}_n : \widehat{T}_n]'[\widehat{S}_n : \widehat{T}_n], \text{ and } \widehat{Q}_{\lambda,k,n} = (\widehat{Q}_{\lambda,k,n} - kI_2)/k^{1/2}. \quad (10.18)$$

The LR, LM, AR, and POIS2 test statistics for the case of unknown $\Omega$ are defined in the same way as when $\Omega$ is known, but with $\widehat{Q}_{\lambda,k,n}$ in place of $Q_{\lambda,k}$. Denote these test statistics by $\widehat{LR}_n, \widehat{LM}_n, \widehat{AR}_n,$ and $\widehat{LR}^*_n = LR^*(\widehat{Q}_{\lambda,k,n}; \beta^*, \lambda^*)$, respectively.

Consistency of $\widehat{\Omega}_n$ with rate $k^{1/2}$ is established in the following Lemma.

Lemma 1 Suppose $\{V_i : i \geq 1\}$ are iid with mean zero, variance $\Omega$, and finite fourth moment, and $k^{3/2}/n \to 0$. Then, $k^{1/2}(\widehat{\Omega}_n - \Omega) \to_p 0$ as $n \to \infty$.

Lemma 1 can be used to show that $\widehat{Q}_{\lambda,k,n}$ and $Q_{\lambda,k}$ have the same asymptotic distributions.

Theorem 4 Theorem 1 holds under the given assumptions with $(\widehat{S}_n, \widehat{T}_n)$ in place of $(S, T)$ provided $(k,n) \to \infty$ such that $k^{3/2}/n \to 0$.

Comments. 1. Theorem 4 and the continuous mapping theorem combine to show that when $\tau = 1/2$ and $\beta$ is fixed, then

$$\widehat{LR}^*_n = LR^*(\widehat{Q}_{\lambda,k,n}; \beta^*, r_{1/2}^*) \to_d LR^*(Q_{\infty}; \beta^*, r_{1/2}^*). \quad (10.19)$$
In consequence, the $\widehat{LR}_n^*$ and $LR^*$ statistics are asymptotically equivalent under the null and fixed alternatives. Thus, the upper bound on asymptotic average power for $\tau = 1/2$ given in Theorem 2 is attained by the tests based on $\widehat{LR}_n^*$, which are asymptotically level $\alpha$ and similar, by varying $(\beta^*, r^{1/2})$. In turn, this implies that the upper bound in Theorem 2 is the asymptotic power envelope whether or not $\Omega$ is known.

2. Similarly, Theorem 4 implies that when $\tau > 1/2$, $\widehat{LM}_n \rightarrow_d Q_{ST, \infty}^2$ under the null hypothesis and local alternatives. Hence, the upper bound on average power given in Theorem 3 is attained for all $B^*$ and $-B^*$ by the tests based on $\widehat{LM}_n$ and $\widehat{LR}_n$. The upper bound in Theorem 3 is the asymptotic power envelope whether or not $\Omega$ is known and the tests based on $\widehat{LM}_n$ and $\widehat{LR}_n$ are asymptotically efficient.

10.7 Asymptotics with Non-normal Errors

Andrews and Stock (2005) investigate the asymptotic properties of the statistic $\hat{Q}_{\lambda,k,n}$ and the test statistics $\widehat{LR}_n$, $\widehat{LM}_n$, and $\widehat{AR}_n$ when the errors are not necessarily normally distributed. For the case of $\tau \in [0, 2]$, they show that one obtains the same limit distributions (given in Theorem 1) when the errors are non-normal and $\Omega$ is estimated as when the errors are normal and $\Omega$ is known provided $k^3/n \rightarrow 0$ as $n \rightarrow \infty$.

To conclude, the many weak IV results given in this section show that the significance level of the CLR test is completely robust to weak IVs. The test, however, is not completely robust to many IVs. One cannot employ too many IVs relative to the sample size. For normal errors, the CLR test has correct asymptotic significance level provided $k^{3/2}/n \rightarrow 0$ as $n \rightarrow \infty$ regardless of the strength of the IVs. For non-normal errors, the restriction is greater: $k^3/n \rightarrow 0$ as $n \rightarrow \infty$. The power results show that the CLR test is essentially on the two-sided power envelope for invariant tests for any value of $\tau$ when the errors are iid homoskedastic normal.

These level and power results established for many IV asymptotics, combined with the properties of the CLR test under weak IV asymptotics, lead us to recommend the CLR test (or heteroskedasticity and/or autocorrelation robust versions of it) for general use in scenarios where the IVs may be weak.
11 Appendix of Proofs

In this Appendix, we prove the results stated in Section 10.1.

**Proof of Theorem 1.** First, we determine the means, variances, and covariances of the components of $Q$. Let $S = (S_1, ..., S_k)'$, $\mu_S = ES = c_\beta \mu = (\mu_{S1}, ..., \mu_{Sk})'$, $S^* = S - \mu_S = (S^*_1, ..., S^*_k)' \sim N(0, I_k)$. Define $T_j$, $\mu_T$, $T^*$, and $T^*_j$ for $j = 1, ..., k$ analogously. We have

$$ES'S = \sum_{j=1}^{k} E(S^*_j + \mu_{Sj})^2 = \sum_{j=1}^{k} (1 + \mu_{Sj}^2) = k + c_\beta^2 \lambda,$$

$$E(S'S)^2 = E(\sum_{j=1}^{k} S^*_j)^2 = \sum_{j=1}^{k} ES^*_j + \sum_{j \neq \ell}^{k} ES^*_j ES^*_\ell$$

$$= \sum_{j=1}^{k} E(S^*_j + \mu_{Sj})^4 + \sum_{j=1}^{k} \sum_{\ell=1}^{k} (1 + \mu_{Sj}^2)(1 + \mu_{S\ell}^2) - \sum_{j=1}^{k} (1 + \mu_{Sj}^2)^2$$

$$= \sum_{j=1}^{k} (3 + 6\mu_{Sj}^2 + \mu_{Sj}^4) + \left( \sum_{j=1}^{k} (1 + \mu_{Sj}^2) \right)^2 - \sum_{j=1}^{k} (1 + \mu_{Sj}^2)^2$$

$$= 2k + 4c_\beta^2 \lambda + (ES'S)^2, \text{ and}$$

$$Var(S'S) = 2(k + 2c_\beta^2 \lambda). \hspace{1cm} (11.1)$$

Analogously,

$$ET'T = k + d_\beta^2 \lambda \text{ and } Var(T'T) = 2(k + 2c_\beta^2 \lambda). \hspace{1cm} (11.2)$$

Next, we have

$$ES'T = ES'ET = c_\beta d_\beta \lambda,$$

$$E(S'T)^2 = E(\sum_{j=1}^{k} S_j T_j)^2 = \sum_{j=1}^{k} ES^*_j ET^*_j + \sum_{j \neq \ell}^{k} ES_j ET_j ES_\ell ET_\ell$$

$$= \sum_{j=1}^{k} (1 + \mu_{Sj}^2)(1 + \mu_{Tj}^2) + \left( \sum_{j=1}^{k} ES_j ET_j \right)^2 - \sum_{j=1}^{k} (ES_j ET_j)^2$$

$$= \sum_{j=1}^{k} (1 + \mu_{Sj}^2 + \mu_{Tj}^2 + \mu_{Sj}^2 \mu_{Tj}^2) + (ES'T)^2 - \sum_{j=1}^{k} \mu_{Sj}^2 \mu_{Tj}^2$$

$$= k + (c_\beta^2 + d_\beta^2) \lambda + (ES'T)^2, \text{ and}$$

$$Var(S'T) = k + (c_\beta^2 + d_\beta^2) \lambda. \hspace{1cm} (11.3)$$

Finally, we have

$$E(S'SS'T) = \sum_{j=1}^{k} \sum_{\ell=1}^{k} ES^*_j ES_\ell ET_\ell$$
\[ \begin{align*}
&= \sum_{j=1}^{k} ES_j^3 ET_j + \sum_{j=1}^{k} \sum_{\ell=1}^{k} ES_j^2 ES_\ell ET_\ell - \sum_{j=1}^{k} ES_j^2 ET_j
\\&= \sum_{j=1}^{k} E(S_j^3 + \mu_{S_j})^3 \mu_{T_j} + ES' S \cdot ES'T - \sum_{j=1}^{k} ES_j^2 ET_j
\\&= \sum_{j=1}^{k} (3\mu_{S_j} \mu_{T_j} + \mu_{S_j}^3 \mu_{T_j}) + ES' S \cdot ES'T - \sum_{j=1}^{k} (1 + \mu_{S_j}^2) \mu_{S_j} \mu_{T_j}, \\
\text{and}
\\\text{Cov}(S', S') = 2c_\beta d_\beta \lambda. \tag{11.4}
\end{align*} \]

Using the Cramer-Wold device and the Liapounov CLT, we show that
\[ \left( \begin{array}{c}
(S' - (k + c_\beta^2 \lambda)) / (2(k + 2c_\beta^2 \lambda))^{1/2} \\
(S'T - c_\beta d_\beta \lambda) / (k + (c_\beta^2 + d_\beta^2) \lambda)^{1/2} \\
(T'T - (k + d_\beta^2 \lambda)) / (2(k + 2d_\beta^2 \lambda))^{1/2}
\end{array} \right) \to_d N(0, I_3) \tag{11.5} \]

under the conditions of the Theorem. The proof is as follows. Wlog we can take \( \mu_\tau = (\lambda/k)^{1/2} 1_k \), where \( 1_k = (1,1,\ldots,1)' \in R^k \) (because the distribution of \( Q \) only depends on \( \mu_\tau \) through \( \lambda \)). Then, \( \mu_{S_j} = c_\beta (\lambda/k)^{1/2} \) and \( \mu_{T_j} = d_\beta (\lambda/k)^{1/2} \) for all \( j \).

We have
\[ S' S - (k + c_\beta^2 \lambda) = \sum_{j=1}^{k} ((S_j^* + \mu_{S_j})^2 - 1 - \mu_{S_j}^2) = \sum_{j=1}^{k} [(S_j^* - 1) + 2\mu_{S_j} S_j^*]. \tag{11.6} \]

By the Liapounov CLT, if \( \{ X_{kj} : j \leq k, k \geq 1 \} \) is a triangular array of mean zero row-wise iid random variables with \( \sum_{j=1}^{k} \text{Var}(X_{kj}) = 1 \) and \( kE|X_{kj}|^{2+2\delta} = o(1) \) for some \( \delta > 0 \), then \( \sum_{j=1}^{k} X_{kj} \to_d N(0,1) \), e.g., see Chow and Teicher (1978, Cor. 9.1.1, p. 293). If \( X_{kj} = X_{kj1} + X_{kj2} \), where \( \{ X_{kj} : j \leq k, k \geq 1 \} \) are iid across \( j \) for \( s = 1,2 \), then by Minkowski’s inequality it suffices to show that \( kE|X_{kj}|^{2+2\delta} = o(1) \) for \( s = 1,2 \). We apply this CLT with
\[ X_{kj1} = (S_j^* - 1) / (2(k + 2c_\beta^2 \lambda))^{1/2} \quad \text{and} \quad X_{kj2} = 2\mu_{S_j} S_j^*/(2(k + 2c_\beta^2 \lambda))^{1/2}. \tag{11.7} \]

We have
\[ kE|X_{kj1}|^{2+2\delta} = \frac{kE|S_j^* - 1|^{2+2\delta}}{(2(k + 2c_\beta^2 \lambda))^{1+\delta}} = o(1) \text{ as } k \to \infty \quad \text{and} \]
\[ kE|X_{kj2}|^{2+2\delta} = \frac{kE|2\mu_{S_j} S_j^*/(2(k + 2c_\beta^2 \lambda))^{1+\delta}}{2(k + 2c_\beta^2 \lambda))^{1+\delta}} = \frac{k(\lambda/k)^{1+\delta} |c_\beta|^{2+2\delta} E|S_j^*|^{2+2\delta}}{(2(k + 2c_\beta^2 \lambda))^{1+\delta}} \tag{11.8} \]

using the fact that \( S_j^* \sim N(0,1) \) has all moments finite. The term \( kE|X_{kj2}|^{2+2\delta} \) is \( o(1) \) if \( \tau < 1/2 \) because then \( c_\beta \) is fixed. It is \( o(1) \) when \( 1/2 < \tau \leq 1 \) because then \( \lambda/k = O(1) \) and \( c_\beta = O(1) \). It is \( o(1) \) when \( \tau > 1 \) because then \( c_\beta \propto k^{-\tau/2} \) and \( (\lambda/k)^{1+\delta} |c_\beta|^{2+2\delta} = O((\lambda/k)^{1+\delta} k^{-\tau(1+\delta)}) = O((\lambda/k)^{1+\delta} k^{-1+\delta}) = o(1) \). Hence, the
first element in (11.5) is asymptotically $N(0, 1)$. Analogous arguments apply to the second and third elements in (11.5).

To obtain the joint result in (11.5), we consider an arbitrary linear combination, say $\alpha = (\alpha_1, \alpha_2, \alpha_3)'$ with $||\alpha|| = 1$, of the three terms in (11.5) and apply the above CLT. We have

$$\frac{\text{Cov}(S'S, S'T)}{\text{Var}^{1/2}(S'S)\text{Var}^{1/2}(S'T)} = \frac{2c_\beta d_\beta \lambda}{(2(k + 2c_\beta^2 \lambda))^{1/2}(k + (c_\beta^2 + d_\beta^2)\lambda)^{1/2}}. \quad \text{(11.9)}$$

The rhs converges to zero because (i) $\lambda/k \to 0$ when $\tau < 1$ and (ii) $c_\beta = O(k^{-\tau/2}) = o(1)$ when $\tau \geq 1$. The same result holds with $S'S$ replaced by $T'T$. Hence, the asymptotic covariances between the three terms in (11.5) are all zero. In consequence, although the variance of the inner product of $\alpha$ with the three terms in (11.5) is not one, it converges to one as $k \to \infty$ (which is sufficient for the CLT by rescaling). We establish the Liapounov condition $kE|X_{kj}|^{2+2\delta} = o(1)$ for the linear combination by the same method as above. This concludes the proof of (11.5).

Now, using (11.5), the first result in parts (a), (b), (c), and (d) of the Theorem hold because (a) when $\tau < 1/2$, $\lambda/k^{1/2} \to 0$, (b) when $\tau = 1/2$, $\lambda/k \to 0$ and $\lambda/k^{1/2} \to r_{1/2}$, (c) when $1/2 < \tau \leq 1$, (11.5) implies that $(T'T - k)/k^{\tau} = O(d_\beta \tau, c_\beta d_\beta \lambda/k^{1/2} = (b_0^0 \Omega_0)^{-1/2}B k^{1/2-\tau}d_\beta \lambda/k^{1/2} = \gamma_B \tau$, and $c_\beta^2 \lambda/k^{1/2} = \gamma_B^2 k^{1-2\tau} \lambda/k^{1/2} = o(1)$; when $1/2 < \tau < 1$, $(k + (c_\beta^2 + d_\beta^2)\lambda)/k \to 1$; when $\tau = 1$, $(k + (c_\beta^2 + d_\beta^2)\lambda)/k \to 1 + d_\beta^2 r_1$, and (d) when $\tau > 1$ and $r_\tau > 0$, (11.5) implies that $(T'T - k)/k^{\tau} = O(d_\beta \tau, (k + (c_\beta^2 + d_\beta^2)\lambda)/\lambda \to d_\beta^2, c_\beta d_\beta \lambda^{1/2} = (b_0^0 \Omega_0)^{-1/2}B k^{-\tau/2}d_\beta \lambda^{1/2} = (b_0^0 \Omega_0)^{-1/2}B d_\beta (\lambda/k^{\tau})^{1/2} = \gamma_B \tau^{1/2}$, and $c_\beta^2 \lambda^{1/2} \to 0$.

Next, we establish the results for the $AR$, $LM$, and $LR$ statistics. The results of parts (a)-(d) for $AR$ hold because $(AR - 1)k^{1/2} = (S'S - k)/k^{1/2}$. For parts (a)-(d) of the Theorem, we have

(a) & (b) $LM = \frac{(S'T)^2}{T'T} = \frac{(S'T/k^{1/2})^2}{k^{-1/2}(T'T/k^{1/2}) + 1} = \frac{(S'T/k^{1/2})^2}{(T'T/k^{1/2})} + 1 = (S'T/k^{1/2})^2(1 + o_p(1))$, \quad \text{(11.10)}

(c) $LM = \frac{(S'T/k^{1/2})^2}{k^{\tau - 1}(T'T/k^{1/2}) + 1} = \left\{ \begin{array}{ll} \frac{(S'T/k^{1/2})^2}{k^{\tau} + (S'T/k^{1/2})^2} & \text{if } 1/2 < \tau < 1 \\ \frac{(S'T/k^{1/2})^2}{d_\beta^2 r_\tau + o_p(1)} & \text{if } \tau = 1 \end{array} \right.$

(d) $LM = \frac{(S'T/k^{\tau/2})^2}{(T'T/k^{\tau}) + k^{-\tau}} = \frac{(S'T/k^{\tau/2})^2}{d_\beta^2 r_\tau + o_p(1)} \to d (Q_{ST, \infty}^2 / (d_\beta^2 r_\tau^{1/2})^2). \quad \text{(11.10)}$

Combining these expressions with the asymptotic results for $Q$ given in the Theorem gives the stated asymptotic results for $LM$.

For the $LR$ statistic, we use (7.18) and write

$$LR = \frac{1}{2} \left( (Q_S - k) - (Q_T - k) + \sqrt{((Q_S - k) - (Q_T - k))^2 + 4Q_{ST}^2} \right). \quad \text{(11.11)}$$

The results of parts (a) and (b) follow from (11.11) by dividing through by $k^{1/2}$ and applying the results of parts (a) and (b) for the asymptotic distribution of $Q$. 35
Next, for the case where \( \tau > 1/2 \), by parts (c) and (d) for the asymptotic distribution of \( Q \), we have

\[
(T'T - k)k^{-\tau} \rightarrow_p d_{\beta_0}^2 r_{\tau} \quad \text{and} \quad (S'S - k)k^{-\tau} \rightarrow_p 0, \quad \text{and so} \quad (11.12)
\]

\[
\frac{Q_T}{(Q_T - Q_S)^2} = \frac{(Q_T - k)k^{-\tau} + k^{1-\tau}}{((Q_T - k)k^{-\tau} - (Q_S - k)k^{-\tau})^2} = \frac{o_p(1)}{d_{\beta_0}^2 r_{\tau} + o_p(1))^2} = o_p(1).
\]

By a mean-value expansion \( \sqrt{1+x} = 1 + (1/2)x(1+o(1)) \) as \( x \to 0 \). Hence,

\[
LR = \frac{1}{2} \left( Q_S - Q_T + |Q_T - Q_S| \sqrt{1 + \frac{4Q_T}{(Q_T - Q_S)^2} LM} \right)
\]

\[
= \frac{1}{2} \left( Q_S - Q_T + |Q_T - Q_S| \left( 1 + \frac{2Q_T(1 + o_p(1))}{(Q_T - Q_S)^2} LM \right) \right)
\]

\[
= \frac{Q_T(1 + o_p(1))LM}{Q_T - Q_S}, \quad \text{(11.13)}
\]

where the third equality uses \( |Q_T - Q_S| = Q_T - Q_S \) with probability that goes to one by the calculation in the denominator of (11.12). By results of parts (c) and (d) for \( Q \), we have

\[
\frac{Q_T}{Q_T - Q_S} = \frac{(Q_T - k)k^{-\tau} + k^{1-\tau}}{((Q_T - k)k^{-\tau} - (Q_S - k)k^{-\tau})^2} = \frac{d_{\beta_0}^2 r_{\tau} + o_p(1) + k^{1-\tau}}{d_{\beta_0}^2 r_{\tau} + o_p(1)}
\]

\[
= \left\{ \begin{array}{ll}
1 + o_p(1) & \text{if } \tau > 1 \\
1 + \frac{d_{\beta_0}^2 r_{\tau}}{d_{\beta_0}^2 r_{\tau} + o_p(1)} & \text{if } \tau = 1 \\
1 + o_p(1) + k^{1-\tau} & \text{if } 1/2 < \tau < 1.
\end{array} \right. \quad (11.14)
\]

Equations (11.13) and (11.14) combine to give the results for \( LR \) stated in parts (c) and (d) of the Theorem. \( \Box \)

**Proof of Lemma 1.** Let \( \tilde{\Omega}_{n,rs} \) and \( \Omega_{rs} \) denote the \((r,s)\) elements of \( \tilde{\Omega}_n \) and \( \Omega \), respectively, for \( r,s = 1,2 \). Let \( n_k = n - k - p \). We have

\[
k^{1/2}(\tilde{\Omega}_{n,rs} - \Omega_{rs}) = \frac{k^{1/2}}{n_k} (v'_{rs} v_{rs} - n \Omega_{rs}) - \frac{k^{1/2}}{n_k} v'_r P_Z v_s - \frac{k^{1/2}}{n_k} v'_s P_X v_s \\
+ k^{1/2}(1 - \frac{n}{n_k}) \Omega_{rs}, \quad (11.15)
\]

Next, we have

\[
0 \leq \frac{k^{1/2}}{n_k} E v'_r P_Z v_s = \frac{k^{1/2}}{n_k} tr(P_Z E v'_r v'_s) = \frac{k^{1/2}}{n_k} tr(P_Z) \Omega_{rs} = \frac{k^{3/2}}{n_k} \Omega_{rs} \rightarrow 0 \quad (11.16)
\]

provided \( k^{3/2}/n \to 0 \). \( L^1 \)-convergence implies convergence in probability. Hence, \((k^{1/2}/n_k)v'_r P_Z v_s \to_p 0 \). Analogously, \((k^{1/2}/n_k)v'_r P_X v_s \to_p 0 \). In addition, \( k^{1/2}(1 - n/n_k) \to 0 \).
Lastly, by Markov's inequality, for any $\varepsilon > 0$,

$$P\left( \frac{k^{1/2}}{n_k} | v_r' v_s - n \Omega_{rs} | > \varepsilon \right) \leq \frac{k E(\sum_{i=1}^{n} (v_{i,r}' v_{i,s} - \Omega_{rs}))^2}{n_k^2 \varepsilon^2} = \frac{kn E(v_{i,r}' v_{i,s} - \Omega_{rs})^2}{n_k^2 \varepsilon^2} \to 0$$

(11.17)

provided $k/n \to 0$. The above results combine to prove the Lemma. □

**Proof of Theorem 4.** It suffices to show that

$$k^{-1/2}(\hat{Q}_{\lambda,k,n} - kI_2) = k^{-1/2} (Q_{\lambda,k} - kI_2) \to_p 0 \text{ or }$$

$$k^{-1/2}(\hat{Q}_{\lambda,k,n} - Q_{\lambda,k}) \to_p 0.$$  

(11.18)

Using (7.13), we have

$$\hat{S}_n' \hat{S}_n - S'S = b_0' Y' Z (Z'Z)^{-1} Z' Y b_0 \cdot [(b_0' \hat{\Omega}_n b_0)^{-1} - (b_0' \Omega b_0)^{-1}]$$

and

$$k^{-1/2}(\hat{S}_n' \hat{S}_n - S'S) = (S'S/k) \left( \frac{k^{1/2} (b_0' \Omega b_0 - b_0' \hat{\Omega}_n b_0)}{b_0' \Omega b_0} \right) = o_p(1),$$

(11.19)

where the last equality uses Theorem 1 and Lemma 1. Similar arguments, but with more steps because $\Omega$ enters $T$ in two places, yield $k^{-1/2}(\hat{T}_n' \hat{T}_n - S'T) = o_p(1)$ and $k^{-1/2}(\hat{T}_n' \hat{T}_n - T'T) = o_p(1)$. This completes the proof. □
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Figure 1. Asymptotically efficient two-sided power envelopes for invariant similar tests and power functions for the two-sided CLR, LM, and AR tests, $k = 5$, $\rho = .95, .5, .2$.

(a) $k = 5$, $\rho = .95$, $\lambda = 10$

(b) $k = 5$, $\rho = .5$, $\lambda = 10$

(c) $k = 5$, $\rho = .2$, $\lambda = 10$

(d) $k = 5$, $\rho = .95$, $\lambda = 80$
Figure 2. Many-instrument $\tau = \frac{1}{2}$ limiting power envelope and power functions of the CLR, LM, and AR tests, $\rho = .95$
Figure 3. Many-instrument $\tau = \frac{1}{2}$ limiting power envelope and power functions of the CLR, LM, and AR tests, $\rho = .5$
Figure 4. Convergence of the power envelope (solid line) and the CLR power function (dashed line) to the $\tau = \frac{1}{2}, K \to \infty$ limit, $K = 10$ (bottom pair), 40, 160, and $\infty$ (top pair), $\rho = .95$.
Figure 5. Convergence of the power envelope (solid line) and the CLR power function (dashed line) to the $\tau = \frac{1}{2}$, $K \rightarrow \infty$ limit:

$K = 10$ (bottom pair), 40, 160, and $\infty$ (top pair), $\rho = .5$
Figure 6. Effect of irrelevant instruments ($\tau = 0$) on the CLR and AR tests, $\lambda = 80$ and $\rho = .95$
Figure 7. Effect of irrelevant instruments ($\tau = 0$) on the CLR and AR tests, $\lambda = 80$ and $\rho = .5$