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Abstract

Recently there has been considerable work on stochastic time-varying coefficient models as vehicles for modelling structural change in the macroeconomy with a focus on the estimation of the unobserved sample path of time series of coefficient processes. The dominant estimation methods, in this context, are various filters, such as the Kalman filter, that are applicable when the models are cast in state space representations. This paper examines alternative kernel based estimation approaches for such models in a non-parametric framework. The use of such estimation methods for stochastic time-varying coefficient models, or any persistent stochastic process for that matter, is novel and has not been suggested previously in the literature. The proposed estimation methods have desirable properties such consistency and asymptotic normality. In extensive Monte Carlo and empirical studies, we find that the methods exhibit very good small sample properties and can shed light on important empirical issues such as the evolution of inflation persistence and the PPP hypothesis.
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1 Introduction

The present paper proposes kernel-based nonparametric methods for inference on the time series of the unobserved coefficient processes of random, or time varying, coefficient (RC) models. While kernel based methods form the main approach for estimating models, whose parameters change smoothly and deterministically over time, they have never been considered in the literature as potential methods for estimating RC models. This is especially the case for providing inference on the unobserved random coefficient processes of RC models which have been estimated in the context of state space model representations. While the theoretical asymptotic properties of estimating such processes via the Kalman, or related, filters are unclear we show that under very mild conditions, kernel-based estimates of such coefficient processes have very desirable properties such as consistency and asymptotic normality. The crucial condition that needs to be satisfied is the one that is commonly imposed for RC models used in applied macroeconomic analysis, namely pronounced persistence of the coefficient process (usually a random walk assumption) coupled with a restriction that the process remains bounded. We formalise this condition, in an direct intuitive way, while noting that a variety of devices can be used to bound the persistent processes serving as a model for time-varying coefficients.

The crucial issue of the choice of bandwidth that is perennially present in kernel based estimation is also addressed. We find that a simple choice of bandwidth has wide applicability and can be used irrespective of many aspects of the true nature of the coefficient processes. We also consider the possibility that coefficient processes have both a deterministic and a stochastic time varying component thus generalising the two existing polar paradigms. We find that kernel estimation can cope effectively with such a general model and that the choice of bandwidth can be made robust to this possibility.

Although we focus on a simple autoregressive form for the model as a vehicle to investigate our estimator of the unobserved coefficient process, our results are relevant much more widely. They apply to general regression models and of course multivariate VAR-type models such as those used widely in applied macroeconometrics.

The theoretical analysis in this paper is coupled with a an extensive Monte Carlo study that addresses a number of issues arising out of our theoretical investigations. In particular, we find that our proposed estimator has the desirable properties identified in our theoretical analysis. For example, the theoretically optimal choice of bandwidth is also one of the best in small samples. Finally, we undertake an detailed empirical application of RC modelling. We illustrate the usefulness of the kernel estimator in two applications drawn from previous literatures - the study of the evolution of inflation persistence across countries, and of the persistence of deviations from purchasing power parity (PPP).

The rest of the paper is structured as follows: Section 2 discusses the existing literature and provides a framework for our contribution. Section 3 presents the model and some of its basic properties that are of use for later developments. Section 4 contains main theoretical results on the asymptotic properties of the new estimator. Section 5 provides an extensive
Monte Carlo study while Section 6 discusses the application of the new inference methods to an empirical application on CPI inflation and real exchange rate data. Finally, Section 7 concludes. The proofs of all results are relegated to an Appendix.

2 Background literature

The investigation of structural change in applied econometric models has been receiving increasing attention in the literature over the past couple of decades. This development is not surprising. Assuming wrongly that the structure of a model remains fixed over time, has clear adverse implications. The first implication is inconsistency of the parameter estimates. A related implication is the fact that structural change chance is likely to be responsible for most major forecast failures of time invariant series models.

As a result a large literature on modelling structural change has appeared. Most of the work assumes that structural changes in parametric models occur rarely and are abrupt. A number of tests for the presence of structural change of that form exist in the literature starting with the ground-breaking work of Chow (1960) who assumed knowledge of the point in time at which the structural change occurred. Other tests relax this assumption. Examples include Brown, Durbin, and Evans (1974), Ploberger and Kramer (1992) and many others. In this context it is worth noting that little is being said about the cause of structural breaks in either statistical or economic terms. The work by Kapetanios and Tzavalis (2004) provides a possible avenue for modelling structural breaks and, thus, addresses partially this issue.

A more recent strand of the literature takes an alternative approach and allows the coefficients of parametric models to evolve randomly over time. To achieve this the parameters are assumed to be persistent stochastic processes giving rise to RC models. RC models have been used extensively recently in applied macroeconometric work by, e.g., Cogley and Sargent (2005), to model the evolution of macroeconomic variables such as US inflation in the post WWII era. In such modelling, coefficients have been assumed to evolve as random walks over time although their paths were restricted so as to be bounded since they represented autoregressive structures.

More generally, RC models have attained the status of the most widely applied methodology for the modelling of structural change in applied macroeconomics. A particular issue with the use of such models is the relative difficulty involved in estimating them. As the focus of the analysis is quite often the inference of the time series of the time-varying coefficients, models are usually cast in state space form and estimated using variants of the Kalman filter. More recently, the addition of various new features in these models has meant that the Kalman filter approach may not be appropriate and a variety of techniques, quite often of a Bayesian flavour, have been used for such inference.

Yet another strand of the vast structural change literature assumes that regression coefficients change but in a smooth deterministic way. Such modelling attempts have a long pedigree in statistics starting with the work of Priestley (1965). Priestley’s paper suggested
that processes may have time-varying spectral densities which change slowly over time. The context of such modelling is nonparametric and has, more recently, been followed up by Dahlhaus (1996) and others who refer to such processes as locally stationary processes. We will refer to such parametric models as deterministic time-varying coefficient (DTVC) models. A disadvantage of such an approach is that the change of deterministic coefficients cannot be modelled or, for that matter, forecasted. Both of these are theoretically possible with RC. However, an important assumption underlying DTVC models is that coefficients change slowly. As a result forecasting may be carried out by assuming that the coefficients remain at their end-of-observed-sample value. The above approach while popular in statistics has not really been influential in applied macroeconometric analysis where, as mentioned above RC models dominate. Kapetanios and Yates (2008) is an exception, using DTVC models to discuss the recent evolution of important macroeconomic variables. It is important to note that while both approaches can be used for the same modelling purposes, the underlying models have very distinct properties and have been analysed in very distinct contexts. As we noted in the introduction, it is this approach that we consider in the context of carrying out inference on RC models.

3 The model and its basic properties

3.1 The model

In this section we introduce a class of autoregressive models driven by a random drifting autoregressive parameter that evolves as a non-stationary process, standardised to take values in the interval $(-1, 1)$.

Such an autoregressive model is aimed to replicate patterns of evolution of autoregressive coefficients that are relevant for the modelling of the evolution of macroeconomic variables such as inflation. Such models have been extensively discussed in the recent macroeconometric literature, see e.g. Cogley and Sargent (2005) and Benati (2010). Our objective is to develop a suitable statistical model that allows forecasting and estimation.

The limit theory for stationary autoregressive models with non-random coefficients is well developed and understood. The asymptotic theory for AR models with time-invariant coefficients was developed by Anderson (1959) and Lai and Wei (2010). Phillips (1987), Chan and Wei (1987), Phillips and Magdalinos (2007), Andrews and Guggenberger (2008) extended it to AR(1) models that are local to unity. A class of a locally stationary processes that includes AR processes with deterministic time-varying coefficients was introduced by Dahlhaus (1997). Estimation of such process was discussed in Dahlhaus and Giraitis (1998). In this paper, we develop an AR(1) model with a random coefficient, which encompasses stationary and locally stationary AR(1) models. The simplest case of a drifting coefficient process is a driftless random walk.

We consider the AR(1) model

$$y_t = \rho_{n,t-1}y_{t-1} + u_t, \quad t = 1, 2, \cdots, n,$$

(3.1)
with a drifting coefficient $\rho_{n,t}$ and initialization $y_0$, where $\{u_t\}$ is an i.i.d. sequence with zero mean and variance $\sigma_u^2$. Formally, $y_t = y_{tn}$ and $\rho_{n,t}, t = 0, \cdots, n$ are triangular arrays, where $\rho_{n,1}, \cdots, \rho_{n,n}$ represents a history between time moments 1 and $n$, which is the object of interest of estimation. For simplicity of notations we skip the index $n$ for $y_t$.

The definition of $\rho_{n,t}$, is based on the following structural assumption. Given a (non-stationary) process $\{a_t\}$ and a parameter $\rho \in (-1,1)$, the time-varying parameter $\rho_{n,t}$ is defined as a standartized version of $\{a_t\}$:

$$\rho_{n,t} = \rho \frac{a_t}{\max_{0 \leq k \leq n} |a_k|}, \quad t = 1, 2, \cdots, n,$$

where the stochastic process $\{a_t\}$ determines the random drift and $\rho$ restricts $\rho_{n,t}$ away from the boundary points $-1$ and $1$. Both $\{a_t\}$ and $\rho$ are unknown. Observe that $\rho_{n,k} \in [-\rho, \rho] \subset (-1,1)$, for all $k = 1, \cdots, n$.

To assure asymptotic stabilization of $\{y_t\}$ and enable statistical inference of the coefficient process $\rho_{n,t}$, we need additional assumptions on $a_t$ and initialization $y_0$.

**Assumption 3.1.** The random variables $(a_0, \cdots, a_n)$ are independent of the errors $(u_1, \cdots, u_n)$; $Ea_0^2 < \infty$ and $Ey_0^2 < \infty$.

We assume that $a_t$ evolves as

$$a_t = a_{t-1} + v_t, \quad t = 1, \cdots, n,$$

where $\{v_t\}$ is a stationary process with the zero mean. Denote by

$$S_n(\tau) := \sum_{j=1}^{[n\tau]} v_j, \quad 0 \leq \tau \leq 1$$

the partial sum process of $v_j$.

The popular choice of $v_t$ as i.i.d. sequence of random variables (with zero mean and variance $\sigma_v^2$) corresponds to a driftless random walk $a_t$ (see e.g. Cogley and Sargent (2005)). In i.i.d. case, the additional moment assumption $E|v_1|^{2+\delta} < \infty$ for some $\delta > 0$, assures weak convergence

$$n^{-1/2}S_n(\tau) \Rightarrow_{D[0,1]} \sigma_v^2 B_{\tau}, \quad 0 \leq \tau \leq 1$$

in Shorokhod space $D[0,1]$ to a standard Brownian motion $B_{\tau}$.

In our work, which covers the i.i.d. case, the variables $v_t$’s are allowed to be dependent. The only assumption imposed on $v_t$, is a weak convergence of a renormalized partial sums process to a possibly non-Gaussian limit process. We denote it by $W_{\tau}$ to indicate that it may be different from the standard Brownian motion $B_{\tau}$, and may be even non-Gaussian.

**Assumption 3.2.** There exists $\gamma \in (0,1)$ such that

$$n^{-\gamma}S_n(\tau) \Rightarrow_{D[0,1]} W_{\tau}, \quad 0 \leq \tau \leq 1$$

converges weakly in Shorokhod space $D[0,1]$ to some limit process $(W_{\tau}, 0 \leq \tau \leq 1)$ with zero mean and variance $\text{Var}(W_{\tau}) = 1$ and continuous paths in $[0,1]$. 
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Remark 3.1. Assumption 3.2 (weak convergence) is satisfied by a wide class of linear models

\[ v_j = \sum_{k=0}^{\infty} a_k \zeta_{j-k}, \quad j \geq 0, \quad (3.5) \]

where \( \{\zeta_k\} \) is a sequence of i.i.d. variables with zero mean and variance 1, \( \sum_{k=0}^{\infty} a_k^2 < \infty \), such that

\[ \text{Var} \left( \sum_{j=1}^{n} v_j \right) \sim Cn^{2\gamma}, \quad \gamma \in (0, 1). \quad (3.6) \]

If a linear model (3.5) satisfies (3.6), then weak convergence of Assumption 3.2 holds true, if \( \gamma > 1/2 \), or \( 0 < \gamma \leq 1/2 \) and \( E|\zeta_1|^p < \infty \) for some \( p > 1/\gamma \), see, e.g., Giraitis, Koul, and Surgailis (2010), Proposition 4.3.6. Conditions (3.5)-(3.6) are satisfied by short and long memory and seasonal time series models. ARMA(\( p,q \)) models satisfy them with \( \gamma = 1/2 \). ARFIMA(\( p,d,q \)), \( |d| < 1/2 \) models, which are used to model short memory (\( d = 0 \)), long memory (\( 0 < d < 1/2 \)) and negative memory (\( -1/2 < d < 0 \)) times series, satisfy (3.5)-(3.6) with \( \gamma = (1/2) + d \). The definition of \( a_j \) also allows stationary processes \( \{v_j\} \), exhibiting seasonal long memory behaviour. Such processes can be generated by GARMA(\( p,d,q \)) models. Covariance functions of GARMA models resemble slowly decaying damped sine waves, whereas a spectral density has a singularity/zero point at frequency \( \omega \neq 0 \) and is continuous at zero frequency. GARMA models satisfy (3.5)-(3.6) with \( \gamma = 1/2 \), see section 7.2.2. of Giraitis, Koul, and Surgailis (2010).

Under Assumption 3.2, the coefficient process \( \{\rho_{n,t}, t = 1, \ldots, n\} \), as \( n \) increases, converges in distribution to the limit

\[ \{\rho_{n,[n\tau]}, 0 \leq \tau \leq 1\} \overset{D}{\rightarrow} \{\rho\check{W}_\tau, 0 \leq \tau \leq 1\}, \quad (3.7) \]

where \( \check{W}_\tau = \frac{W_\tau}{\sup_{0 \leq s \leq 1} |W_s|} \), \( \tau \in [0,1] \) is the same as in (3.4). In particularly, \( W_\tau \) can be a Brownian motion or fractional Brownian motion. (3.7) shows that the parameter \( \rho_{n,[n\tau]} \) evolves around mean 0, and can take any value in the interval \( [-|\rho|, |\rho|] \). The variance of the limit coefficient changes with \( t/or u \).

Remark 3.2. To restrict \( \rho_{n,t} \) in the interval \( [-\rho, \rho] \), we use the normalization \( \rho_{n,t} = \rho a_t / \max_{0 \leq k \leq n} |a_k| \). Our methods and theory may be extended also to alternative standardizations such as \( \rho_{n,t} = \rho a_t / \max_{0 \leq k \leq t} |a_k| \), \( t = 1, \ldots, n \). Another implicit standardisation that is popular in the applied macroeconometric literature is \( \rho_{n,t} = a_t \)

\[ a_t = \begin{cases} a_{t-1} + v_t, & \text{if } |a_{t-1} + v_t| < \rho \\ \rho, & \text{otherwise}. \end{cases} \]

Such alternative standardisations may allow the relaxation of the assumption of independence between the processes \( \{a_t\} \) and \( \{u_j\} \). In general the question of how to restrict \( \rho_{n,t} \)
can be tackled in a variety of ways none of which detracts from the main findings of the paper.

3.2 Basic properties of $y_t$

In this subsection we investigate the structure of $y_t$ and properties of its covariance function. To write $y_t$ as a moving average of the noise $u_j$, define the (random) weights

$$c_{t,0} := 1, \quad c_{t,j} := \rho_{n,t-1} \cdots \rho_{n,t-j}, \quad 1 \leq j \leq t \leq n.$$ 

Note that

$$|c_{t,j}| \leq |\rho|^j, \quad 1 \leq j \leq t \leq n.$$ 

Next theorem describes basic properties of $y_t$, $t = 1, \ldots, n$.

**Theorem 3.1.** Under Assumption 3.1, the random process \( \{y_t, \ t = 1, \ldots, n\} \) of (3.1) has the following properties.

(i) $y_t$ can be written as

$$y_t = \sum_{j=0}^{t-1} c_{t,j} u_{t-j} + c_{t,t} y_0$$ 

(ii) The variance and covariance functions satisfy:

$$\text{Var}(y_t) \leq \frac{\sigma_u^2 + E y_0^2}{1 - \rho^2}, \quad E y_t^2 \leq \frac{\sigma_u^2 + E y_0^2}{1 - \rho^2}, \quad (3.9)$$

$$\text{Cov}(y_{t+k}, y_t) \leq |\rho|^k \text{Var}(y_t), \quad t \geq 1, \quad k \geq 0, \quad (3.10)$$

$$\quad \leq \frac{|\rho|^k}{1 - \rho^2} (\sigma_u^2 + E y_0^2).$$

The next theorem derives the asymptotic autocovariance $\text{Cov}(y_{t+k}, y_t)$, as $t \to \infty$. In addition to Assumption 3.1, we need also Assumption 3.2.

**Theorem 3.2.** Suppose, in addition, that in Theorem 3.1 Assumption 3.2 is satisfied.

If $t = [n\tau], \ \tau \in (0, 1)$, then as $n \to \infty$,

$$\text{Cov}(y_{t+k}, y_t) \to E \left\{ \frac{(\rho W_\tau)^k}{1 - (\rho W_\tau)^2} \right\} \sigma_u^2, \quad \forall k \geq 0, \quad (3.11)$$

$$y_t = \sum_{j=0}^{\infty} (\rho W_\tau)^j u_{t-j} + o_P(1). \quad (3.12)$$
As an aid to the understanding of the above theoretical results we have used simulations to generate the autocovariance function of the process generated by (3.1) where $\rho = 0.9$ and $a_t$ follows a random walk. The autocovariance function is presented in Figure 3.2. It has an interesting see-saw shape which is intuitive given that $y_t y_{t-1} = \rho_{n,t-1} y_{t-1}^2 + u_t y_{t-1}$, $E(\rho_{n,t-1}) = 0$ and $\rho_{n,t-1}$ is independent of $y_{t-1}$. On the other hand the leading term in the expansion of $y_t y_{t-2}$ is $\rho_{n,t-1} \rho_{n,t-2} y_{t-2}^2$ where given that $\rho_{n,t-1}$ is a highly persistent process, $\rho_{n,t-1} \rho_{n,t-2}$ behaves similarly to $\rho_{n,t-1}^2$.

Figure 1: Autocovariance function of the process generated by (3.1)
4 Estimation and Inference

In this section we construct a feasible estimation procedure of the drifting coefficient $\rho_{n,1}, \ldots, \rho_{n,n}$, based on observables $y_1, \ldots, y_n$. We consider an estimate of $\rho_{n,t}$, that can be written as a weighted sample autocorrelation at lag 1. We shall show that under Assumptions 3.1 and 3.2, it is consistent and asymptotically normally distributed. Since computation of standard errors is straightforward, the method allows to construct the confidence band for the drifting coefficient under minimal restrictions on $a_t$, as long as $\{a_t\}$ is independent of the errors $\{u_t\}$. Finally, we propose and analyse an extension of the model to allow for a deterministic as well as a stochastic component in the unobserved coefficient process.

Let $H = H_n$ is a sequence of integers such that

$$H \to \infty, \quad H = o(n). \tag{4.1}$$

To estimate $\hat{\rho}_{n,t}$, one can use the following estimator

$$\hat{\rho}_{n,t} := \frac{\sum_{k=1-H}^{t+H} y_k y_{k-1}}{\sum_{k=t-H}^{t+H} y_k^2},$$

which is a local sample correlation of $y_t$’s at lag 1, based on $2H + 1$ observations $y_{t-H}, \ldots, y_{t+H}$.

We shall also consider a more general class of estimators

$$\hat{\rho}_{n,t} := \frac{\sum_{k=1}^{n} K(\frac{t-k}{H}) y_k y_{k-1}}{\sum_{k=1}^{n} K(\frac{t-k}{H}) y_k^2}, \tag{4.2}$$

where $K(x) \geq 0, x \in \mathbb{R}$ is a continuous bounded function (kernel) such for some $\delta > 1$,

$$|K(x)| \leq C|x|^{-1-\delta}, \quad x \to \infty. \tag{4.3}$$

$K$ does not require to be an even function. For example,

$$K(x) = (1/2)I(|x| \leq 1), \quad \text{flat kernel},$$

$$K(x) = (3/4)(1 - x^2)I(|x| \leq 1), \quad \text{Epanechnikov kernel},$$

$$K(x) = (1/\sqrt{2\pi})e^{-x^2/2}, \quad \text{Gaussian kernel}.$$

The flat and Epanechnikov kernels have a finite support, whereas Gaussian kernel has an infinite support.

In case when $K$ has a finite support, asymptotic properties of $\hat{\rho}_{n,t}$ will be derived under Assumption 3.2, whereas if $K$ has an infinite support, we shall need the following slightly stronger assumption.

**Assumption 4.1.** Assumption 3.2 is satisfied with some $\gamma \in (0,1)$ and

$$\text{Var}(n^{-\gamma} S_n(1)) \leq C, \quad n \geq 1, \quad \forall n \geq 1, \tag{4.4}$$

$$E u_1^4 < \infty, \quad E y_0^4 < \infty.$$
Assumption (4.4) about the variance \( \text{Var}(n^{-\gamma}S_n(1)) \) is closely related to (3.4) and in most of cases is easy verifiable under conditions that imply the weak convergence (3.4). We include it because formally (3.4) does not imply (4.4).

Now we discuss the asymptotic properties of the estimator \( \hat{\rho}_{n,t} \) of (4.2).

Denote
\[
b_{tk} := K\left(\frac{t-k}{H}\right), \quad 1 \leq t, k \leq n, \quad T_{H,t} := \frac{\sum_{k=1}^{n} b_{tk}}{\left(\sum_{k=1}^{n} b_{tk}^2\right)^{1/2}},
\]
(4.5)
\[
\xi_{n,t} := \frac{\sum_{k=1}^{n} b_{tk}y_{tk}}{\sum_{k=1}^{n} b_{tk}^2}, \quad t = 1, \ldots, n.
\]
(4.6)

**Theorem 4.1.** Let \( y_1, \ldots, y_n \) be defined as in (3.1), and \( t = [n\tau] \), where \( 0 < \tau < 1 \) is fixed. Assume that Assumptions 3.1 and 3.2 hold true with some \( \gamma \in (0,1) \), and \( H \) and \( K \) satisfy (4.1) and (4.3), respectively. If \( K \) has an infinite support, assume, in addition, that Assumption 4.1 holds true.

(i) Then,
\[
\hat{\rho}_{n,t} - \rho_{n,t} = \xi_{n,t} + O_P((H/n)^\gamma)
\]
(4.7)
\[
= O_P(1/\sqrt{H}) + O_P((H/n)^\gamma),
\]
(4.8)

(ii) In addition, if \( H = o(n^{\gamma/(0.5+\gamma)}) \), then
\[
\frac{T_{H,t}}{(1 - \hat{\rho}_{n,t}^2)^{1/2}} \xi_{n,t} \xrightarrow{D} N(0,1).
\]
(4.9)

In particular, for \( \gamma \geq 1/2 \), (4.9) holds true, if \( H = o(n^{1/2}) \).

Since \( K \) is a continuous function, by (4.3) and the theorem of dominated convergence (TDC), for \( t = [n\tau] \), \( 0 < \tau < 1 \), as \( n \to \infty \),
\[
T_{H,t} \sim H^{1/2} \int_{\mathbb{R}} K(x)dx / \left( \int_{\mathbb{R}} K^2(x)dx \right)^{1/2}.
\]

In particular, for a flat kernel, \( T_{H,t} \sim \sqrt{H} \). The above estimator requires persistence of the process \( \rho_{n,t} \), and non-stationarity (stochastic or deterministic trending behavior) of \( a_t \), which is measured by the parameter \( 0 < \gamma < 1 \), that defines the magnitude of the error term in the normal approximation:
\[
\hat{\rho}_{n,t} - \rho_{n,t} = O_P(H^{-1/2} + (H/n)^\gamma),
\]
(4.10)
\[
\frac{\sqrt{H}}{1 - \hat{\rho}_{n,t}^2} \left( \hat{\rho}_n - \rho_n \right) \sim N(0,1) + O_P(H^{1/2}(H/n)^\gamma).
\]
(4.11)
Larger values of $\gamma$ correspond to a stronger persistence in $a_t$; a deterministic coefficient $\rho_{n,j}$ corresponds to $\gamma = 1$ in (4.11). Also, $\rho_{n,t} \equiv \text{const}$ corresponds to $\gamma = \infty$. Application of the normal approximation (4.11) does not require knowledge of $\gamma$. A process $\{v_j\}$ with $a_t = a_{t-1} + v_t$ can have short, long or negative memory. The main restriction on $\{v_j\}$ is to satisfy the functional central limit theorem with some normalization $n^{-\gamma}, 0 < \gamma < 1$. In applications, it is practical to choose $H = o(n^{1/2})$. Such a bandwidth leads to a negligible error in (4.11) for short memory processes $\{v_j\}$ ($\gamma = \frac{1}{2}$) and long memory processes ($1/2 < \gamma < 1$). When $\gamma$ tends to 0, the pattern of trending behavior of $a_t$ and the quality of approximation (4.11) deteriorate. In case of a stationary process $a_t$, the above estimation is not consistent.

In order to give an idea of the nature of the confidence bands implied by Theorem 4.1, we present in Figure 4 an $\rho_{n,t}$ realisation based on a random walk model for a sample size of 500, its estimate based on flat kernel and a bandwidth of $\sqrt{n}$ together with 90% confidence bands. As we can see the process is well tracked and the confidence band contains the true process most of the time (85.4% of the time to be exact).

Next, we consider the case when the process $a_t$, defining the AR(1) coefficient, $\rho_{n,t}$, includes a deterministic drift:

$$a_t = a_{t-1} + \mu(t/n) + v_t, \quad t = 1, \ldots, n,$$  \hspace{1cm} (4.12)

where $\mu(x)$ is a continuous function on $[0, 1]$, such that $\sup_{0 \leq x \leq 1} |\mu(x)| > 0$, and $v_t$'s are the same as in (3.3). If $\mu(x) \neq 0$, then the non-stationary process $a_t$ is a trending unit root process:

$$a_t = \sum_{j=1}^{t} \mu(j/n) + \sum_{j=1}^{t} v_j + a_0$$

$$= "\text{Deterministic trend" + "stochastic trend"}.$$  \hspace{1cm} (4.13)

The following theorem shows that results of Theorem 4.1 extend to the model (4.12). Comparing to (3.3), in (4.13) the deterministic trend dominates the stochastic trend which improves quality of estimation. It also indicates that asymptotic results obtained for an AR(1) model with a random coefficient remain valid for an AR(1) model with a time varying deterministic coefficient:

$$a_t = \varphi(t/n), \quad t = 1, \ldots, n,$$  \hspace{1cm} (4.14)

where $\varphi(x), x \in [0, 1]$ is a continuous function with a bounded derivative, such that $\sup_{0 \leq x \leq 1} |\varphi(x)| > 0$.

**Theorem 4.2.** Let $y_1, \ldots, y_n$ and $a_t$ be defined as in (3.1), and (4.1) and (4.3) be valid. (i) Suppose that $a_t$ is as in (4.12) and satisfies Assumptions 3.1-3.2. If $K$ has an infinite support, assume in addition, that Assumption 4.1 is satisfied.
Then

\[ \hat{\rho}_{n,t} - \rho_{n,t} = \xi_{n,t} + O_P((H/n)) \]

\[ = O_P(1/\sqrt{H}) + O_P((H/n)), \quad (4.15) \]

and (4.8) holds true.

If \( H = o(n^{2/3}) \), then \( \hat{\rho}_{n,t} \) satisfies (4.9).

(ii) If \( a_t \) is defined as in (4.14), then (4.15) remains true.
5 Monte Carlo study

In this section, we report results of a Monte Carlo study on the small sample properties of the new kernel based estimator of a coefficient process. We consider the following model which accords with that analysed in the preceding section.

\[ y_{n,t} = \rho_{n,t} y_{n,t-1} + u_t, \quad 1 \leq t \leq n, \]

\[ \rho_{n,t} = \rho \frac{a_t}{\max_i \leq n |a_t|}, \quad |\rho| \leq 1. \]  

(5.1)

and

\[ a_t = a_{t-1} + v_t. \]

(5.1) uses the same specification to bound \( \rho_{n,t} \) between \(-\rho\) and \(\rho\) as that applied in the previous section. As we have noted earlier, this is only one of a multitude of ways in which boundedness can be imposed on \( \rho_{n,t} \) and should not be viewed as either restrictive or unique. While the baseline case is one where both \( \{v_t\} \) and \( \{u_t\} \) are martingale difference processes, we will consider cases where this assumption is relaxed. The martingale difference assumption is much more crucial for \( \{u_t\} \), whereas theoretical result allow for a wide class of dependent \( v_t \)'s. Therefore, to investigate robustness of the estimation to dependence in \( u_t \)'s, we only consider one form of deviation from i.i.d-ness by assuming that

\[ u_t = \theta u_{t-1} + \epsilon_{1t} \]

where \( \theta = 0, 0.2, 0.5 \). For \( v_t \) we assume that it is either a short memory process given by

\[ v_t = \phi v_{t-1} + \epsilon_{2t} \]

or a long memory process given by

\[ (1 - L)^{d-1} v_t = \epsilon_{2t} \]

We let \( \phi = 0, 0.2, 0.5, 0.9, \theta = 0, 0.2, 0.5 \) and \( d = 0.51, 0.75, 1.25, 1.49 \). Both \( \epsilon_{1t} \) and \( \epsilon_{2t} \) are assumed to be standard normal variates. We set \( \rho = 0.9, 1 \). Note that although \( \rho = 1 \) is not covered by the theory, which assumes that \(|\rho| < 1\), it is of interest to see how the estimator works in that case. We consider two-sided kernel estimators with two different kernels: a normal kernel and a flat kernel. The bandwidth \( H \) for both kernels are set to \( n^{\alpha} \) where \( \alpha = 0.2, 0.4, 0.5, 0.6, 0.8 \). Note that the value \( \alpha = 0.5 \) corresponds to the optimal value for the bandwidth derived in the previous section. Finally we set \( n = 50, 100, 200, 400, 800, 1000 \). Results are reported in Tables 1-4 for the various experiments discussed above. The performance measure chosen is an MSE type measure given by

\[ MSE_n = \frac{1}{n} \sum_{t=1}^{n} (\hat{\rho}_{n,t} - \rho_{n,t})^2. \]

Averages of \( MSE_n \) over 1000 replications are reported.

Table 1 reports results for \( \rho = 0.9 \) and allowing short memory for \( v_t \)'s. In Table 2 we consider the case where \( \rho = 1 \) which is not covered by theory but is in line with the models used in the empirical literature. In general, the same patterns emerge as in Table 1 but the
estimators perform slightly worse with higher average \(MSE\)s. We comment next on some clear patterns that emerge from Tables 1 and 2, including the case \(\theta = 0\) covered by the theory, and cases \(\theta = 0.2, 0.5\) analyzing the impact of dependence in \(u_t\)'s. We focus on the normal kernel estimator as very similar patterns occur for the flat kernel. In the case \(\theta = 0\), the consistency of \(\hat{\rho}_{n,t}\) is clear as the average MSE falls substantially with sample size, from, say, 0.036 for \(\phi = 0\), and an optimal bandwidth, for \(n = 50\), to 0.011 for \(n = 1000\). This fall is observed for all choices of bandwidths.

The choice of bandwidth has a substantial effect on the performance of the estimator. Rather neatly, it is clear that the theoretically optimal choice, \(H = n^{0.5}\), of the bandwidth is also very good in finite samples. For the case \(\rho = 0.9\), this is clear for the larger sample sizes (\(\geq 800\)), while it is the case for all sample sizes for \(\rho = 1\). So for, say, \(\phi = 0\), \(\rho = 0.9\) and \(n = 1000\) the optimal bandwidth has an MSE equal to 0.011, compared to 0.012 for the second best bandwidth choice and 0.049 for the worst such choice. Similarly, for \(\rho = 1\), \(\phi = 0.9\), and \(n = 50\), the equivalent numbers are 0.065, 0.066 and 0.142. This superiority of the theoretically optimal bandwidth, is further accentuated for larger samples.

The presence of short memory in \(v_t\) does not seem to affect the estimator adversely. If anything the performance of the estimator improves as \(v_t\) becomes more persistent which corresponds to a stronger persistence for \(\rho_{n,t}\). For example, when \(\phi = 0\), \(n = 50\) and \(\alpha = 0.5\), the MSE is 0.036 while for \(\phi = 0.9\), \(n = 50\) and \(\alpha = 0.5\), the MSE is 0.032. This is, in fact, reasonable if one notes that it is the high persistence of \(\rho_{n,t}\) that allows kernel estimators to be consistent in this setting. On the contrary dependence in \(u_t\) is problematic as expected. Low levels of persistence can be tolerated as is the case when the AR coefficient \(\theta\) of \(u_t\) is 0.2. When this coefficient \(\theta\) rises to 0.5 problems of inconsistency are much more evident. As a result, and to save space, we only consider nonzero values for \(\theta\) in Table 1. The estimator based on the flat kernel performs only slightly worse but otherwise the patterns are similar to those observed for the normal kernel.

Table 3 reports results for the case where \(v_t\) is a strongly persistent process. There, we clearly see once again the familiar pattern whereby more persistent processes for \(\rho_{n,t}\) allow for better estimation when kernel estimators are used. So when \(a_t\) is \(I(0.51)\) or \(I(0.75)\), the performance of the estimator is somewhat worse compared to the case where \(a_t\) is \(I(1)\) which is itself somewhat worse than the performance of the estimator when \(a_t\) is \(I(1.25)\) or \(I(1.49)\). For example, when \(d = 0.51\), \(n = 50\) and \(\alpha = 0.5\), the MSE is 0.13 while for \(d = 1.49\), \(n = 50\) and \(\alpha = 0.5\), the MSE is 0.068. This accords with the theory for \(|\rho| < 1\) developed in the previous section. Otherwise, the same patterns emerge as in Table 1.

Finally, to compare the performance of the estimator in case of a random and non-random coefficient we consider the case where in fact there is no time variation in \(\rho_{n,t}\), and \(\rho_{n,t} = 0.9\). Results for this case are presented in Table 4. The estimators in this case also work very well and are consistent as standard theory would immediately suggest. Clearly, here the best bandwidth is the highest one. Otherwise, similar patterns to those apparent in Tables 1-3, also emerge.


6 Empirical Application

In this section we use the kernel estimator to contribute new evidence to two debates that have attracted considerable attention in empirical macroeconomics. These debates relate to the time-varying persistence of inflation and the validity of the PPP hypothesis.

6.1 Data and Setup

Our CPI inflation dataset is made up of 11 countries: Australia, Canada, Japan, South Korea, Mexico, New Zealand, Norway, South Africa, Switzerland, US and UK. The real exchange rate (RER) dataset is made up of 10 countries where the US dollar is the base currency: Australia, Canada, Japan, South Korea, Mexico, New Zealand, Norway, South Africa, Switzerland and UK. The data span is 1957Q1 to 2009Q1. All data are obtained from the IMF (International Financial Statistics (IFS)). We construct the bilateral real exchange rate \( q_{i,t} \) against the \( i \)-th currency at time \( t \) as \( q_{i,t} = s_{i,t} + p_{j,t} - p_{i,t} \), where \( s_{i,t} \) is the corresponding nominal exchange rate (\( i \)-th currency units per one unit of the \( j \)-th currency), \( p_{j,t} \) the price level (CPI) in the \( j \)-th country, and \( p_{i,t} \) the price level of the \( i \)-th country. That is, a rise in \( q_{i,t} \) implies a real appreciation of the \( j \)-th country’s currency against the \( i \)-th country’s currency.

We consider two different cases: In the first case, we demean the data and fit a time-varying AR(1) model without a constant. In the second case we do not demean the data, fit an AR(1) model with a ‘constant’ term which is allowed to vary over time. For both cases we estimate the model using the kernel estimators presented in Section 2. We use a bandwidth \( H \) equal to \( n^{1/2} \) as suggested by our theory and both kernels, normal and flat, used in the Monte Carlo study. Results are reported pictorially in Figures 3-10. Figures 3-6 relate to CPI inflation and Figures 7-10 to real exchange rates. They report the estimated time-varying AR coefficient and the standard time-invariant AR(1) coefficient together with their standard errors. Figures 3-4 report results for the demeaned model, and Figures 5-6 and 9-10 results for an AR(1) model that contains a time-varying ‘constant’.

6.2 Empirical Results

The empirical results presented in Figures 3-10 can help provide answers to two important empirical topics: Inflation persistence and the validity of the PPP hypothesis. We will examine each issue in turn.

6.2.1 Inflation persistence

Our first application concerns the debate about whether inflation persistence has changed over time. It has repeatedly been contended, in the literature, that across many countries inflation persistence has fallen in the last two decades compared to the 1970s and 1980s. For most major industrialised economies, inflation persistence has been claimed to have fluctuated a great deal. Exactly what has happened to inflation persistence is of interest to
macroeconomic researchers for a variety of reasons. A good place to start examining this interest, is the set of DSGE models of Christiano, Eichenbaum, and Evans (2005) and Smets and Wouters (2003) which encoded inflation persistence into firms’ price setting behaviour, and thereby helped reproduce the finding of time-invariant VAR models that monetary policy shocks produced persistent changes in output and inflation. Interest in changing inflation persistence emerged as a way of scrutinising whether these nominal rigidities were as structural as initially thought. For example, Benati (2010) conducts sub sample analysis of reduced form estimates of inflation autocorrelation, and structural estimates of the nominal rigidities that produce inflation persistence in the DSGE model and concludes that both are highly variable across monetary regimes in the US. Contributing to a separate debate Cogley, Sargent, and Primiceri (2010) show that inflation gap persistence rose during the Great Inflation in the 70’s, and then fell in the 80’s. These findings are interpreted as being the product of changes in the monetary policy rule.

Figures 3-6 record our results. Overall, it is quite clear that persistence has varied considerably and, once confidence bands are taken into account, statistically significantly, over time. It is also clear that assuming a fixed autoregressive coefficient is problematic since for most cases the time-varying coefficients and fixed coefficients are significantly different most of the time. Further, it is also clear that both the autoregressive coefficient and the ‘constant’ term in the autoregression vary over time since, allowing for time variation in the ‘constant’ term, changes the profile of the time-varying autoregressive coefficient.

As is well known inflation was both high and persistent in the 70’s and the beginning of the 80’s and that is confirmed by our findings. Given the pronounced shift in the conduct of monetary policy, across most industrialised countries, from the early 80’s onwards it is clear that persistence has fallen across most countries. It is interesting to note by looking at, say, Figure 5, that this process of persistence reduction has, on average, continued throughout the late 80’s and 90’s and was completed by the early 2000’s when inflation seems, on average across countries, to be adequately characterised by a white noise process. It is also of interest to note that persistence has started to increase again in the last decade although the increase is by no means comparable in magnitude to that observed in the early 70’s and it is still the case that across all the countries we consider inflation remains a weakly autocorrelated process. Finally, we comment on the US CPI inflation process which is clearly not persistent in the last 10-15 years and remains so up to the end of our sample period. It is very interesting to note that although using a flat kernel as opposed to a normal kernel produces estimated processes that look more ‘stochastic’, it is clear that the conclusions reached using either kernel are extremely similar, suggesting a clear degree of robustness to the choice of the kernel used.

Our estimates indicating significant variation in persistence provide evidence that can shed light on the economic structure underlying inflation. In particular, if it is not plausible to argue that indexation or other frictions, that give rise to persistence, vary over time, then such rigidities are less likely to be the cause of inflation persistence. The likelihood is that such persistence has changed for other reasons, for example, because of some change in
monetary policy. If the above rigidities change over time, then there is evidence here that they have done so in the recent past.

6.2.2 Persistence of deviations from PPP

Our second application considers the debate surrounding the persistence in deviations of relative prices from purchasing power parity (PPP). A vast literature has focused on this problem, so we motivate with only a few examples. The survey by Rogoff (1996) adduces the essential finding in many papers that deviations from PPP take a very long time to die out. Chari, Kehoe, and McGrattan (2002) note that this persistence in the data - they report an autoregressive coefficient of around 0.8 for 8 U.S bilateral real exchange rates - is greater than can be plausibly accounted for by nominal stickiness in traded goods prices. Benigno (2002) notes that the persistence of the real exchange rate is in part a function of the difference between monetary policy rules in operation in two countries. Imbs, Mumtaz, Ravn, and Rey (2005) and Chen and Engel (2005) have debated whether real exchange rate persistence is a function of aggregation bias, discussing differences between the persistence of the aggregate and its subcomponents. There is also a vast literature on the use of unit root tests for determining the extent of persistence of deviations from PPP. We note selectively the work of Frankel and Rose (1996), Papell (1997), Papell and Theodoridis (1998), Papell and Theodoridis (2001), Chortareas, Kapetanios, and Shin (2002) and Chortareas and Kapetanios (2009).

The estimator proposed in this paper can uncover the potential evolution in the persistence of deviations from PPP. The motivation for seeking to establish the time invariance or otherwise of this persistence is similar to the case for looking for changes in inflation persistence. Evidence that the persistence of real exchange rates has fluctuated suggests that it cannot plausibly be accounted for by time-invariant nominal or real rigidities, but may indicate changes in these phenomena. Such persistence may have its cause in time variation in relative monetary policy conduct across countries.

Turning to the results, we note a number of similar patterns to CPI inflation data. There is clear evidence of time-variation in both the ‘constant’ term and the autoregressive coefficient, when a time-varying autoregressive model is fitted to the data. The time-varying autoregressive coefficients and the fixed autoregressive coefficients are clearly quite different most of the time. Real exchange data are considerably more persistent than CPI inflation data. It is very interesting to note that, across countries and kernels, it is the case that the time-varying autoregressive coefficient is, in general, lower, and mostly significantly so, than the fixed autoregressive coefficient. There is a tendency for the time-varying coefficient to exhibit a cyclical behaviour with three clearly identified cycles (at least when the normal kernel is used) whose peaks occur in the early 70’s, early 80’s and early 2000’s. Nevertheless, there is also an overall tendency for the coefficient to drop over time. This tendency is more clearly visible when the normal kernel is used although it is also apparent for the flat kernel. For the flat kernel, there are some patterns of variation at the start and end of
the sample when the average process of the autoregressive coefficient is examined. This suggests possibly excessive amount of noise being retained by the estimator, and given that this estimation is likely to be more problematic when one-sided, one would not wish to put too much emphasis on these patterns.

Focusing therefore on the normal kernel, allowing the ‘constant’ term to vary over time and examining the autoregressive processes across all countries we come up with the main conclusion of the paper for the real exchange rate data and the PPP hypothesis which is that the PPP hypothesis holds and that there is increasing evidence in its favour in the more recent past. While the average autoregressive coefficient peaks at around 0.98 in the early seventies it reaches its lowest point at the end of the sample which is around 0.88. An illuminating way to put this number in perspective is to note that while 0.98 implies a half life of about 35 quarters for a shock to the real exchange rate, 0.88 implies a half life of about 5 quarters. Overall, it is reasonable to state that there is clear evidence that the persistence of deviations from PPP has fallen in the recent past.

7 Concluding Remarks

This paper has proposed a new and admittedly novel approach to the estimation of time-varying coefficient models. It has advocated the use of kernel inference for estimating unobserved stochastic coefficient processes in stochastic time-varying coefficient models. To our knowledge, it is the first time that kernel estimation has been proposed for inference a stochastic entity related to macroeconomic variables. The proposed estimation approach has desirable properties such as consistency and asymptotic normality under very weak conditions. The potential of our theoretical findings has been supported by an extensive Monte Carlo study and illustrated by some interesting and informative empirical findings relating to CPI inflation persistence and the PPP hypothesis. In particular, we have uncovered evidence in support of the PPP hypothesis for the recent past. Our theoretical results provide the justification for according to kernel estimation an important role in inference of time variation. Our findings coupled with the well known applicability of kernel estimation for locally stationary processes, suggests that estimating coefficient processes via kernels is robust to a number of aspects of the nature of the unobserved process such as whether it is deterministic or stochastic and, if stochastic, to the exact specification of the process.

One further extremely attractive aspect of the new estimator relates to its relative computational tractability. Estimation of RC models using standard methods, including Bayesian estimation, is extremely computationally demanding. Relatively small multivariate models can potentially take numerous hours to estimate, even on powerful PCs. Further, the use of these estimators requires considerable programming experience. The need for significant computing power and programming expertise, has in fact inhibited the investigation of the small sample properties of such estimators via Monte Carlo studies. On the contrary, the computational demands, associated with the use of the new estimator, are extremely modest, with the estimation of even moderately large multivariate models being completed
almost instantly.

At this point it might be worth summarising a possible course of action for empirical researchers faced with the task of modelling time-variation in macroeconomic time series. It is reasonable to assume that researchers do not know whether the true coefficient process is random or not. In the absence of such information and given the theoretical findings in this paper, there is a sound case in favour of adopting a kernel estimator. This case is strengthened by our Monte Carlo evidence which shows that these estimators work well in small samples, and by the considerable computational advantage conferred by the kernel estimator.

Before concluding, it is of interest to suggest topics of future research in this area. Firstly, it is important to generalise the theoretical framework to a general regression model. While this appears reasonably straightforward from a theoretical perspective, it is of interest to note of the possibility to relax the assumption that the errors of the model are independent or more generally martingale difference, which is desirable for autoregressive models, when regressors are exogenous. Secondly, allowing for time-variation in the variance of the error term is important and of clear relevance to applied macroeconometricians who work on issues like the relative importance of time-varying shock variances versus coefficient time variation for policy analysis. Given our work and the work of Kapetanios (2007) it seems reasonable to suggest that kernel estimation of stochastically time-varying shock variance processes should be feasible. Thirdly, it is of interest to develop estimation of unobserved stochastic time varying processes standing for parameters of nonlinear models. This will allow for the introduction of time variation and its estimation in more complex models such as DSGE models in macroeconomics. Fourthly, our work allows for a wide class of unobserved processes to be estimated via the kernel approach in a semiparametric set-up. It is then of interest to investigate the possibility of using the estimated process to determine its parametric structure. While consistent estimation of parameters of an underlying model should be possible, the issue of how to carry out inference on such estimated parameters remains an open question.

8 Appendix. Proof of Theorems 3.1-4.2.

Proof of Theorem 3.1. (i) Equations of (3.8) follow using recursions

\[ y_t = \rho_{n,t-1}y_{t-1} + u_t \]
\[ = \rho_{n,t-1}(\rho_{n,t-2}y_{t-2} + u_{t-1}) + u_t \]
\[ = \rho_{n,t-1}\rho_{n,t-2}(\rho_{n,t-3}y_{t-3} + \rho_{n,t-1}y_{t-2} + \rho_{n,t-2}u_{t-2} + \rho_{n,t-1}u_{t-1}) + u_t \]
\[ = \cdots \]
\[ = \rho_{n,t-1}\cdots \rho_{n,0}y_0 + \rho_{n,t-1}\cdots \rho_{n,1}u_1 + \cdots + \rho_{n,t-1}u_{t-1} + u_t \]
\[ = c_{nt,t}y_0 + c_{nt,t-1}u_1 + c_{nt,t-2}u_2 + \cdots + c_{nt,1}u_{t-1} + c_{nt,0}u_t. \]
(ii) To prove (3.9), use \( \text{Var}(X) \leq EX^2 \), \( |b_{t,j}| \leq |\rho|^j \) and (3.8), to obtain

\[
\text{Var}(y_t) = \text{Var} \left( \sum_{j=0}^{t-1} c_{t,j} u_{t-j} + c_{t,t} y_0 \right) \leq E \left( \sum_{j=0}^{t-1} c_{t,j} u_{t-j} \right)^2 + c_{t,t}^2 Ey_0^2
\]

\[
= \sum_{j=0}^{t-1} c_{t,j}^2 \sigma_u^2 + c_{t,t}^2 Ey_0^2 \leq (\sigma_u^2 + Ey_0^2) \sum_{j=0}^{\infty} \rho^{2j}
\]

\[
\leq (\sigma_u^2 + Ey_0^2)(1 - \rho^2)^{-1},
\]

because by Assumption 3.1, variables \( u_s, s = 1, \ldots, t \) are independent of \( y_0, \ldots, y_t \). The bound (3.9) for \( Ey_t^2 \) follows using the same argument as above.

To prove (3.10), use (3.8) and the fact that the random variables \( u_s, s > t \) are independent of \( y_t \) and \( c_{t+k,j} \) for any \( k, j, t \geq 0 \), to obtain

\[
\text{Cov}(y_{t+k}, y_t) = \text{Cov} \left( \sum_{j=0}^{k-1} c_{t+k,j} u_{t+k-j} + c_{t+k,k} y_t, y_t \right)
\]

\[
= \text{Cov} \left( c_{t+k,k} y_t, y_t \right) \leq \text{Var}^{1/2}(c_{t+k,k} y_t) \text{Var}^{1/2}(y_t) \quad (8.1)
\]

\[
\leq |\rho|^k \text{Var}(y_t),
\]

which together with (3.9) implies (3.10).

**Proof of Theorem 3.2.** To show (3.11), use (8.1) and (3.8) to obtain

\[
\text{Cov}(y_{t+k}, y_t) = \text{Cov} \left( c_{t+k,k} y_t, y_t \right)
\]

\[
= E \left[ c_{t+k,k} \sum_{j=0}^{t-1} c_{t,j}^2 \right] \sigma_u^2 + \text{Cov} \left( c_{t+k,k} c_{t,t} y_0, c_{t,t} y_0 \right).
\]

By \( |\text{Cov}(X, Y)| \leq (EX^2 EY^2)^{1/2} \) it follows that

\[
\left| \text{Cov} \left( c_{t+k,k} c_{t,t} y_0, b_{t,t} y_0 \right) \right| \leq |\rho|^{2t+k} Ey_0^2 \to 0,
\]

because \( |\rho| < 1, Ey_0^2 < \infty \) and \( t = [n\tau] \to \infty \). Hence, to show (3.11), it suffices to prove that

\[
E \left[ c_{t+k,k} \sum_{j=0}^{t-1} c_{t,j}^2 \right] \to E \left\{ (\rho \widetilde{W}_\tau)^k \frac{(\rho \widetilde{W}_\tau)^k}{1 - (\rho \widetilde{W}_\tau)^2} \right\}, \quad (8.2)
\]

We split the proof into two steps:

\[
\sup_{n \geq 1} E \left[ c_{t+k,k} \sum_{j=M}^{t-1} c_{t,j}^2 \right] \to 0, \quad M \to \infty, \quad (8.3)
\]

\[
E \left[ c_{t+k,k} \sum_{j=0}^{M} c_{t,j}^2 \right] \to E \left[ (\rho \widetilde{W}_\tau)^k \sum_{j=0}^{M} (\rho \widetilde{W}_\tau)^{2j} \right], \quad n \to \infty, \quad \forall M \geq 1, \quad (8.4)
\]
\[ E \left\{ \frac{(\rho \tilde{W}_\tau)^k}{1 - (\rho \tilde{W}_\tau)^2} \right\}, \quad M \to \infty. \quad (8.5) \]

Relations (8.4) and (8.5) imply (8.2).

To prove (8.3), use \(|b_{t,j}| \leq |\rho|^j|\), which yields

\[ |E[ct+k,kt-1 \sum_{j=M}^{t-1} c_{t,j}^2] | \leq \sum_{j=M}^{\infty} |\rho|^{2j+k} \to 0, \quad M \to \infty. \]

To prove (8.4), recall that \(c_{t,k} = \rho_{t-1} \cdots \rho_{t-k}\), where \(|\rho_{t-j}| \leq |\rho|^j \leq |\rho| < 1, j \geq 1\). Observe that the sum \(ct+k,kt-1 \sum_{j=0}^{M} c_{t,j}^2\) is a linear combination of products of bounded variables, \(\rho_{t-M}, \cdots, \rho_{t+k}\), and by Assumption 3.2,

\[ (\rho_{t-M}, \cdots, \rho_{t+k}) \to_D (\rho \tilde{W}_u, \cdots, \rho \tilde{W}_u), \quad (8.6) \]

which by standard argument yields (8.4).

Finally, (8.5) follows from (8.4), noting that \(|\tilde{W}_\tau| \leq 1, and therefore

\[ E[(\rho \tilde{W}_\tau)^k \sum_{j=M+1}^{\infty} (\rho \tilde{W}_\tau)^{2j}] \leq |\rho|^k \sum_{j=M+1}^{\infty} \rho^{2j} \to 0, \quad M \to \infty. \quad (8.7) \]

To show (3.12), write (3.8) as

\[ y_t = \sum_{j=0}^{M} c_{t,j} u_{t-j} + R_{t,M}, \quad R_{t,M} := \sum_{j=M+1}^{t-1} c_{t,j} u_{t-j} + c_{t,t} y_0. \]

By (8.6),

\[ (c_{t,1}, \cdots, c_{t,M}) \to_D ((\rho \tilde{W}_\tau)^1, \cdots, (\rho \tilde{W}_\tau)^M), \quad n \to \infty. \]

Bearing in mind, that by Assumption 3.1, \(\{c_{t,j}\}\) and \(\{u_j\}\) are independent random variables, this and (8.7) yield

\[ \sum_{j=0}^{M} c_{t,j} u_{t-j} \to_D \sum_{j=0}^{M} (\rho \tilde{W}_\tau)^j u_{t-j}, \quad \forall M \geq 1, \]

\[ \to_D \sum_{j=0}^{\infty} (\tilde{W}_\tau)^j u_{t-j}, \quad M \to \infty. \]

On the other hand,

\[ E|R_{t,M}| \leq \sum_{j=M+1}^{t-1} |\rho|^j E|u_{t-j}| + |\rho^t| E|y_0| \to 0, \quad M \to \infty, \quad t \to \infty, \]

which implies \(R_{t,M} = o_P(1), \quad M \to \infty\) and completes proof of (3.12) and the theorem. \(\square\)
In the sequel, we shall use the following notations:

\[ B_{H,t}^2 := \sum_{k=1}^{n} b_{tk}^2, \quad \beta_{H,t} := \sum_{k=1}^{n} b_{tk}, \quad \text{(8.8)} \]

\[ B_{H,t}^2 \sim H \int_{\mathbb{R}} K^2(x) dx, \quad \beta_{H,t} \sim H \int_{\mathbb{R}} K(x) dx, \]

where approximations follows from continuity of \( K \), (4.3), applying theorem of dominated convergence.

**Proof of Theorem 4.1.** (i) Write

\[ \sum_{k=1}^{n} b_{tk} y_{k-1} y_k = \sum_{k=1}^{n} b_{tk} \rho_{n,k-1} y_{k-1} + \sum_{k=1}^{n} b_{tk} u_t y_{k-1} \]

\[ = \rho_{n,t} \sum_{k=1}^{n} b_{tk} y_{k-1}^2 + \sum_{k=1}^{n} b_{tk} u_t y_{k-1} \]

\[ =: \rho_{n,t} V_n + S_{n,1} + S_{n,2}. \]

Setting \( r_{nt} := S_{n,2}/V_n \), write

\[ \hat{\rho}_{n,t} = \rho_{n,t} + \xi_{n,t} + r_{nt}. \]

To obtain (4.7), it suffices to show

\[ r_{nt} = O_P((H/n)^\gamma), \quad \text{(8.9)} \]

\[ \xi_{n,t} = O_P(1/\sqrt{H}). \quad \text{(8.10)} \]

To prove (8.9), observe that by Lemma 8.1 below, \( S_{n,2} = O_P((H/n)^\gamma H) \), whereas by (8.24) of Lemma 8.2, \( |\rho_{n,t}| \leq \rho < 1 \), and (8.8),

\[ V_n^{-1} = O_P(B_{H,t}^{-2}) = O_P(H^{-1}), \quad \text{(8.11)} \]

which yields

\[ r_{nt} = \frac{S_{n,2}}{V_n} = O_P((H/n)^\gamma). \]

To prove (8.10), recall that \( \xi_{n,t} = S_{n,1}/V_n \). We show that

\[ E S_{n,1}^2 \leq C H, \quad \text{(8.12)} \]

which implies \( S_{n,1} = O_P(H^{1/2}) \) and with (8.11) proves that \( \xi_{n,t} = O_P(H^{-1/2}) \), which implies (8.10). To prove (8.9), recall that by Assumption 3.1, \( u_k, y_{k-1} \) are uncorrelated random variables. Therefore, by (3.9),

\[ \text{Var}(S_{n,1}) = E \left( \sum_{k=1}^{n} b_{tk} u_k y_{k-1} \right)^2 \]
\[
\sum_{k=1}^{n} b_{tk}^2 E[u_k^2] E[y_{k-1}^2] \leq C \sum_{k=1}^{n} b_{tk}^2 = C B_{H,t}^2 = O(H).
\]

To prove (4.8), note that by Lemma 8.3 and by (8.24) of Lemma 8.2 below,
\[
\frac{T_{H,t}}{\sqrt{1 - \rho_{n,t}^2}} \xi_{n,t} = \frac{\sqrt{1 - \rho_{n,t}^2} S_{n,1}}{\beta_{H,t} V_n} \overset{D}{\longrightarrow} \frac{N(0, \sigma^2_n)}{\sigma^2_u} = N(0, 1).
\]

(ii) Observe that (4.7)-(4.8) imply (4.9), which completes proof of Theorem 4.1. \(\square\)

Next three lemmas contain auxiliary results.

**Lemma 8.1.** Under Assumptions of Theorem 4.1,
\[
\sum_{k=1}^{n} |\rho_{n,k} - \rho_{n,t}| b_{tk} y_{k-1}^2 = O_P((\frac{H_n}{n})^\gamma H), \quad i = 0, 1. \tag{8.13}
\]

**Proof of Lemma 8.1.** We prove (8.13) for \(i = 0\). (Proof for \(i = 1\) follows by the same argument). Let \(t_n := \sum_{k=1}^{n} |a_{k-1} - a_t| b_{tk} y_{k-1}^2\). Since
\[
\rho_{n,t} - \rho_{n,k} = \frac{a_t - a_k}{a_{\text{max}}}, \quad a_{\text{max}} := \max_{1 \leq k \leq n} |a_k|,
\]
then the left hand side of (8.13) can be written as \(t_n/a_{\text{max}}\). We show below that
\[
n^{-\gamma} a_{\text{max}} \overset{D}{\longrightarrow} \sup_{0 \leq \tau \leq 1} |W_\tau| > 0, \quad \text{in prob.,} \tag{8.14}
\]
\[
t_n = O_P(H^{\gamma+1}), \tag{8.15}
\]
Then
\[
\frac{t_n}{a_{\text{max}}} = \left(\frac{H}{n}\right)^\gamma \frac{H^{-\gamma} t_n}{n^{-\gamma} a_{\text{max}}} = \left(\frac{H}{n}\right)^\gamma O_P(H),
\]
which proves (8.13).

Proof of (8.14). By (3.3), \(a_k = a_0 + \sum_{j=1}^{k} v_j = a_0 + S_{k,v}\), where, \(S_{k,v} := \sum_{j=1}^{k} v_j\), \(k = 1, \ldots, n\). Under the weak convergence assumption (3.4),
\[
\max_{1 \leq k \leq n} |n^{-\gamma} S_{k,v}| = \sup_{0 \leq \tau \leq 1} |n^{-\gamma} S_{n+1}(\tau)| \rightarrow D \sup_{0 \leq \tau \leq 1} |W_\tau|, \quad n \rightarrow \infty. \tag{8.16}
\]

Since
\[
-|a_0| + \max_{1 \leq k \leq n} |S_{k,v}| \leq a_{\text{max}} \leq |a_0| + \max_{1 \leq k \leq n} |S_{k,v}|,
\]
and \(a_0 = O_P(1)\), this proves (8.14).
Proof of (8.15). 1. Assume that $K$ has a finite support. Then there exists $L > 0$, such that $b_{tk} = 0$, when $|t - k| > LH$. Without restriction of generality, assume that $L = 1$. Then

$$|t_n| \leq \max_{|t| \leq H} a_{k-1} - a_t \sum_{k=1}^{n} b_{tk} y_{k-1}^2.$$  

By (8.23) of Lemma 8.2 below, $\sum_{k=1}^{n} b_{tk} y_{k-1}^2 = O_P(H)$. Therefore to obtain (8.15), it suffices to show that

$$\max_{|t| \leq H} a_{k-1} - a_t = O_P(H^\gamma). \tag{8.17}$$

Recall that $\{v_j\}$ is a stationary process. Therefore

$$\max_{t < k \leq t + H} |a_{k-1} - a_t| \leq \max_{1 \leq l \leq H} \sum_{j=t+1}^{t+l} v_j = D \max_{1 \leq l \leq H} |S_{l,v}| = O_P(H^\gamma),$$

by (8.16). Similarly, $\max_{t-H \leq k \leq t} |a_t - a_{k-1}| = O_P(H^\gamma)$, which completes proof of (8.17).

2. Suppose that $K$ has an infinite support. We shall show that

$$E|t_n| \leq CH^{\gamma+1}, \tag{8.18}$$

which implies (8.15) and completes the proof of this lemma.

To prove (8.18), we shall need to facts:

$$\max_{1 \leq j \leq n} E y_j^4 \leq C, \tag{8.19}$$

$$E(a_t - a_k)^2 \leq C|t - k|^{2\gamma}, \quad k = 1, \ldots, n. \tag{8.20}$$

By Assumption 4.1, $Eu_1^4 < \infty$ and $Ey_0^4 < \infty$. Thus, by Assumption 3.1, (3.8) and $|c_{t,j}| \leq |\rho|^j$,

$$Ey_t^4 = E\left(\sum_{j=0}^{t-1} c_{t,j} u_{t-j} + c_{t,t} y_0\right)^4$$

$$\leq 4E\left(\sum_{j=0}^{t-1} c_{t,j} u_{t-j}\right)^4 + 4Ec_t^4Ey_0^4$$

$$\leq \sum_{j_1, \ldots, j_4=0}^{t-1} |\rho|^{j_1+\cdots+j_4}(Eu_{t-j_1}^4 \cdots Eu_{t-j_4}^4)^{1/4} + C|\rho|^t$$

$$\leq C\sum_{j=0}^{\infty} |\rho|^j < \infty, \quad (8.21)$$
which proves (8.19). To show (8.20), without restriction of generality assume that $t > k$. Then by stationarity of $\{v_j\}$ and Assumption 4.1,

$$E(a_t - a_k)^2 = E\left(\sum_{j=k+1}^{t} v_j\right)^2 = E\left(\sum_{j=1}^{t-k} v_j\right)^2 \leq C|t-k|^{2\gamma}, \quad t \geq j,$$

which proves (8.20).

Now applying (8.19)-(8.20), one obtains

$$H - \gamma - 1 E|t_n| \leq H - \gamma - 1 \sum_{k=1}^{n} b_t k (E(a_{k-1} - a_t)^2)^{1/2} (Ey_{k-1}^4)^{1/2}$$

$$\leq CH^{-1} \sum_{k=1}^{n} \left(\frac{|t-k|+1}{H}\right)^{\gamma} K\left(\frac{t-k}{H}\right)$$

$$\to \int_{\mathbb{R}} |x|^{\gamma} K(x) dx < \infty, \quad n \to \infty, \quad (8.22)$$

by (4.3) and TDC, which proves (8.18) and completes proof of lemma.

The next lemma deals with properties of the sum $V_n = \sum_{k=1}^{n} b_t y_{k-1}^2$.

**Lemma 8.2.** Under Assumptions 3.1 and 3.2,

$$E\left(\sum_{k=1}^{n} b_t y_{k-1}^2\right) \leq CH, \quad (8.23)$$

$$\frac{1-\rho_{n,t}^2}{\beta_{H,t}} \sum_{k=1}^{n} b_t y_{k-1}^2 \rightarrow_D \sigma_u^2, \quad (8.24)$$

with $\beta_{H,t}$ as in (8.8).

**Proof of Lemma 8.2.** To prove (8.23), note that by (3.10), $Ey_k^2 \leq C, 1 \leq k \leq n$. Therefore

$$EV_n = \sum_{k=1}^{n} b_t E y_{k-1}^2 \leq C \sum_{k=1}^{n} b_t = C \beta_{H,t} = O(H).$$

by (8.8).

To show (8.24), let $V'_n := \sum_{k=2}^{n} b_t y_{k-2}^2$.

We shall show that

$$V_n - \rho_{n,t}^2 V'_n = \beta_{H,t}^2 \sigma_u^2 + o(\beta_{H,t}), \quad (8.25)$$

$$V_n - V'_n = o_P(H). \quad (8.26)$$

Since by (8.8), $\beta_{H,t} \sim CH$, applying (8.26) in (8.25) yields

$$(1-\rho_{n,t}^2)V_n = V_n - \rho_{n,t}^2 V'_n + o_P(\beta_{H,t}) = \sigma_u^2 \beta_{H,t} + o_P(\beta_{H,t}),$$
which proves (8.24).

Proof of (8.25). Note that $b_{11}y_0^2 = O_P(1)$, because $E|b_{11}y_0^2| \leq E|y_0^2| < \infty$. Therefore, using

$$y_{k-1}^2 = (\rho_{n,k-2}y_{k-2} + u_{k-1})^2$$

$$= \rho_{n,k-2}^2y_{k-2}^2 + 2u_{k-1}\rho_{n,k-2}y_{k-2} + u_{k-1}^2,$$

we have

$$V_n - \rho_{n,k}^2V'_n = \sum_{k=2}^n b_{tk}(y_{k-1}^2 - \rho_{n,t}^2y_{k-2}^2) + O_P(1)$$

$$= \sum_{k=2}^n b_{tk}(\rho_{n,k-2}^2 - \rho_{n,t}^2)y_{k-2}^2 + 2\sum_{k=2}^n b_{tk}u_{k-1}\rho_{n,k-2}y_{k-2} + \sum_{k=2}^n b_{tk}u_{k-1}^2$$

$$= : Q_{n,1} + Q_{n,2} + Q_{n,3}.$$

We shall show that

$$Q_{n,1} = o_P(H),$$

$$Q_{n,2} = o_P(H),$$

$$Q_{n,3} = B_2^2\sigma_u^2 + o_P(H),$$

which proves (8.25).

To evaluate $Q_{n,1}$, use $|\rho_{n,k}| \leq 1$, to obtain

$$|\rho_{n,k-2}^2 - \rho_{n,t}^2| = |\rho_{n,k-2} - \rho_{n,t}|\left|\rho_{n,k-2} + \rho_{n,t}\right| \leq 2|\rho_{n,k-2} - \rho_{n,t}|$$

and Lemma 8.1, to obtain

$$|Q_{n,1}| \leq 2\sum_{k=2}^n b_{tk}|\rho_{n,k-2} - \rho_{n,t}|y_{k-2}^2 \leq 2\sum_{k=1}^n b_{tk}|\rho_{n,k-1} - \rho_{n,t}|y_{k-1}^2$$

$$= O_P\left(\left(\frac{H}{n}\right)^\gamma H\right) = o_P(H),$$

because $H = o(n)$, which proves (8.27).

To evaluate $Q_{n,2}$, note that $u_{k-1}\rho_{n,k-2}y_{k-2}$, $k = 2, \cdots, n$ are uncorrelated random variables. Therefore

$$\text{Var}(Q_{n,2}) = E\left(2\sum_{k=2}^n b_{tk}u_{k-1}\rho_{n,k-2}y_{k-2}\right)^2$$

$$= 4\sum_{k=2}^n b_{tk}^2E\left(u_{k-1}^2E[\rho_{n,k-2}^2y_{k-2}^2]\right)$$

$$\leq C\sum_{k=2}^n b_{tk}^2 \leq CB_2^2H = O(H),$$

where
by $|\rho_{n,k-2}| \leq 1$ and (8.8), which implies that $Q_{n,2} = O_P(H^{1/2}) = o_P(H)$ and proves (8.28).

Finally,

$$Q_{n,3} = \sum_{k=2}^{n} b_{tk}u_{k-1}^2 = \sum_{k=2}^{n} b_{tk}\sigma_u^2 + \sum_{k=2}^{n} b_{tk}(u_{k-1}^2 - \sigma_u^2).$$

Note, that $\sum_{k=2}^{n} b_{tk}\sigma_u^2 \sim \beta_{H,t}\sigma_u^2$. So, to show (8.29), it remains to prove that

$$\tilde{Q}_{n,3} := \sum_{k=2}^{n} b_{tk}(u_{k-1}^2 - \sigma_u^2) = o_P(H).$$

For any $\epsilon > 0$, one can choose $L > 0$ such that $Eu_1^2I(|u_1| > L) \leq \epsilon$. Write $u_k^2 - \sigma_u^2 = \eta_{k,1} + \eta_{k,2}$, where

$$\eta_{k,1} = u_k^2I(|u_k| \leq L) - E[u_k^2I(|u_k| \leq L)],$$

$$\eta_{k,2} = u_k^2I(|u_k| > L) - E[u_k^2I(|u_k| > L)].$$

Then

$$\tilde{Q}_{n,3} := \sum_{k=2}^{n} b_{tk}\eta_{k-2,1} + \sum_{k=2}^{n} b_{tk}\eta_{k-2,2} := q_{n,1} + q_{n,2}.$$

Since $\eta_{k,1}$ are i.i.d. variables with a finite variance, and $b_{tk} \leq \sup_x K(x) < \infty$, then

$$\text{Var}(q_{n,1}) = Eu_{1,1}^2\sum_{k=2}^{n} b_{tk}^2 \leq C\sum_{k=2}^{n} b_{tk}^2 \leq CB_{H,t}^2 = O(H).$$

Hence, $q_{n,1} = o_P(H)$, for any fixed $L$. On the other hand, $E|\eta_{k,2}| \leq 2Eu_1^2I(|u_1| > L) \leq 2\epsilon$, and

$$E|q_{n,2}| \leq \sum_{k=2}^{n} b_{tk}E|\eta_{k-2,2}| \leq 2\epsilon\beta_{H,t} \leq 2\epsilon CH = o(H), \quad \epsilon \to 0.$$

This completes proof of (8.29).

Proof of (8.26). Changing summation $k \to k-1$ in $V_n$, one obtains:

$$V_n - V'_n = \sum_{k=3}^{n+1} b_{tk,k-1}y_{k-2}^2 - \sum_{k=2}^{n} b_{tk}y_{k-2}^2$$

$$= \sum_{k=2}^{n} (b_{tk,k-1} - b_{tk})y_{k-2}^2 + b_{t,n}y_{n-1}^2 - b_{t,1}y_0^2.$$

Since by (3.9), $E|b_{t,n}y_{n-1}^2 - b_{t,1}y_0^2| \leq E|y_{n-1}^2| + E|y_0^2| \leq C$, and $Ey_{k-2}^2 \leq C$, $k = 2, \cdots, n$, then

$$E|V_n - V'_n| \leq C\sum_{k=2}^{n} |b_{tk,k-1} - b_{tk}| + C = o(H),$$

where the last bound $o(H)$ follows from the continuity of $K$ and assumption (4.3), using theorem of dominated convergence. This completes proof of (8.26) and the lemma. \(\square\)
Lemma 8.3. Under assumptions of Theorem 4.1,
\[
\frac{1 - \rho_{n,t}^2}{B_{H,t}} \sum_{k=1}^{n} b_{tk} u_k y_{k-1} \to_D N(0, \sigma_u^4). \tag{8.30}
\]

Proof of Lemma 8.3
1. First we prove convergence (8.30) in case when
\[
E u_1^4 < \infty, \quad E y_0^4 < \infty. \tag{8.31}
\]
By definition, the random variables \( u_k \) are independent of \( \rho_{n,t} \) and \( y_{k-1} \), \( \cdots \), \( y_1 \). Therefore,
\[
\xi_k := u_k b_{tk} \sqrt{\frac{1 - \rho_{n,t}^2}{B_{H,t}}} y_{k-1}, \quad k = 1, \cdots, n
\]
is a martingale difference sequence with respect to the natural filtration \( \mathcal{F}_k = \sigma(u_k, \cdots, u_1) \).
By the central limit theorem for martingale differences, to show asymptotic normality (8.30), it suffices to prove that
\[
\sum_{k=1}^{n} E[\xi_k^2 | \mathcal{F}_{k-1}] \to_p \sigma_u^4, \tag{8.32}
\]
\[
\sum_{k=1}^{n} E[\xi_k^2 I(|\xi_k| \geq \delta)] \to_p 0, \tag{8.33}
\]
for any \( \delta > 0 \). Note that
\[
\sum_{k=1}^{n} E[\xi_k^2 | \mathcal{F}_{k-1}] = E[u_1^2] \frac{1 - \rho_{n,t}^2}{B_{H,t}^2} \sum_{k=1}^{n} b_{tk}^2 y_{k-1}^2 \to_p \sigma_u^4,
\]
by (8.24). Next,
\[
\sum_{k=1}^{n} E[\xi_k^2 I(|\xi_k| \geq \delta)] \leq \delta^{-1} \sum_{k=1}^{n} E[\xi_k^4]
\]
\[
\leq \delta^{-1} B_{H,t}^{-4} \sum_{k=1}^{n} b_{tk}^4 E[u_k^4 y_{k-1}^4].
\]
Notice that \( E[u_k^4 y_{k-1}^4] = E[u_k^4] E[y_{k-1}^4] \leq C, \quad k = 1, \cdots, n \), because by (8.31) and (8.21),
\[
E y_1^4 \leq C(\sum_{j=0}^{\infty} |\rho|^j)^4 < \infty.
\]
Thus, using \( b_{tk}^4 \leq C b_{tk}^2 \), one obtains
\[
\sum_{k=1}^{n} E[\xi_k^2 I(|\xi_k| \geq \delta)] \leq \delta^{-1} C B_{H,t}^{-4} \sum_{k=1}^{n} b_{tk}^2 = \delta^{-1} C B_{H,t}^{-2} \to 0,
\]
since \( B_{H,t}^2 \sim CH \), by (8.8). This proves (8.33) and completes proof of (8.30).
2. In case, when $Eu_1^4$ and $Ey_0^4$ are not finite, we use the truncation argument. Let $L > 0$. Define

\[
\zeta_{k,1} = u_k I(|u_k| \leq L) - E[u_k I(|u_k| \leq L)],
\]

\[
\zeta_{k,2} = u_k I(|u_k| > L) - E[u_k I(|u_k| > L)],
\]

\[
y_{0,1} = y_0 I(|y_0| \leq L) - E[y_0 I(|y_0| \leq L)],
\]

\[
y_{0,2} = y_0 I(|y_0| > L) - E[y_0 I(|y_0| > L)].
\]

Then $u_k = \zeta_{k,1} + \zeta_{k,2}$, and by (3.8), one can write

\[
y_t = \sum_{j=0}^{t-1} c_{t,j}u_{t-j} + c_{t,t}y_0 = \left(\sum_{j=0}^{t-1} c_{t,j}\zeta_{t-j,1} + c_{t,t}y_0,1\right) + \left(\sum_{j=0}^{t-1} c_{t,j}\zeta_{t-j,2} + c_{t,t}y_0,2\right)
\]

\[
= y_{t,1} + y_{t,2}.
\]

According to (3.8), $y_{t,1}$, $t = 1, 2, \ldots, n$ is a solution of equations $y_{t,1} = \rho_{n,t-1}y_{t-1,1} + \zeta_{t,1}$, $t = 1, \ldots, n$, with the initial condition $y_{0,1}$. Write the summand of (8.30) as $u_k y_{k-1} = \zeta_{k,1} y_{k-1,1} + (u_k y_{k-1} - \zeta_{k,1} y_{k-1,1})$.

Since $E\zeta_{k,1}^4 < \infty$, then as it was shown above in 1), for any $L > 0$,

\[
\frac{\sqrt{1 - \rho_{n,t}^2}}{B_{H,t}} \sum_{k=1}^{n} b_{tk}\zeta_{k,1} y_{k-1,1} \rightarrow_D N(0, \sigma_{\zeta,k}^4),
\]

(8.34)

where $\sigma_{\zeta,k}^2 = E\zeta_{k,1}^2 \rightarrow \sigma_u^2$, $L \rightarrow \infty$. On the other hand, by (3.9),

\[
Ey_{k-1,1}^2 \leq \frac{\sigma_u^2 + Ey_{0,1}^2}{1 - \rho^2}, \quad E\zeta_{k,1}^2 \leq 2\sigma_u^2,
\]

\[
Ey_{k-1,2}^2 \leq \frac{E\zeta_{k,2}^2 + Ey_{0,2}^2}{1 - \rho^2} \rightarrow 0, \quad E\zeta_{k,2}^2 \rightarrow 0, \quad L \rightarrow \infty.
\]

Note that the variables $z_k := u_k y_{k-1} - \zeta_{k,1} y_{k-1,1}$, are uncorrelated, and

\[
Ey_{k}^2 = E(\zeta_{k,2} y_{k-1,1} + \zeta_{k,1} y_{k-1,2} + \zeta_{k,2} y_{k-1,1})^2
\]

\[
\leq C(E\zeta_{k,1}^2 + Ey_{k-1,2}^2) \rightarrow 0, \quad L \rightarrow \infty.
\]

Therefore, as $n \rightarrow \infty$, $L \rightarrow \infty$,

\[
\text{Var}\left(\sum_{k=1}^{n} b_{tk}z_k\right) = \sum_{k=1}^{n} b_{tk}^2 Ey_{k}^2 = o(B_{H,t}^2),
\]

\[
\frac{\sqrt{1 - \rho_{n,t}^2}}{B_{H,t}} \sum_{k=1}^{n} b_{tk}z_k = o_P(1),
\]

29
which together with (8.34) proves (8.30) and completes the proof of lemma. □

**Proof of Theorem 4.2.** Proof of Theorem 4.2 follows the same line as that of Theorem 4.1. It is based on Theorem 3.1 and Lemmas 8.1-8.3. Observe, that under assumption of Theorem 4.2, conditions of Theorem 3.1 are satisfied. Proof of Lemmas 8.1-8.3 indicates, that under assumption of Theorem 4.2, Lemmas 8.2-8.3 holds true, whereas Lemma 8.1 needs to be replaced by

**Lemma 8.4.** Under Assumptions of Theorem 4.2,

\[ \sum_{k=1}^{n} |\rho_{n,k-1} - \rho_{n,t}| b_{t,k+1} y_{k-1}^2 = O_P(\frac{H}{n})H), \quad i = 0, 1. \]  

(8.35)

**Proof of Lemma 8.4.** Let \( i = 0 \). (Proof in the case \( i = 1 \) follows using the same argument). Then the left hand side of (8.35) can be written as \( t_n/a_{\text{max}} \), where \( t_n \) and \( a_{\text{max}} \) are same as in proof of Lemma 8.1.

(i) Assume that \( a_t \) satisfies (4.12). We show that

\[ \lim_n n^{-1} a_{\text{max}} > 0, \quad \text{in prob.}, \]  

(8.36)

\[ t_n = O_P(H^2), \]  

(8.37)

which yields (8.35).

By (4.13) and (8.14),

\[ n^{-1} a_{\text{max}} = \max_{k=1, \ldots, n} n^{-1} \left| \sum_{j=1}^{k} \mu(j/n) \right| + o_P(1) \]

\[ \rightarrow_D \max_{0 \leq \tau \leq 1} \left| \int_{0}^{\tau} \mu(x) dx \right| > 0, \]

which proves (8.36). By (4.13)

\[ t_n \leq \sum_{k=1}^{n} \left| \sum_{j=1}^{k-1} \mu(j/n) - \sum_{j=1}^{t} \mu(j/n) \right| b_{t,k} y_{k-1}^2 \]

\[ + \sum_{k=1}^{n} \left| \sum_{j=1}^{k-1} v_j - \sum_{j=1}^{t} v_j \right| b_{t,k} y_{k-1}^2 =: t_{n,1} + t_{n,2}. \]

By (8.15), \( t_{n,2} = O_P(H^{\gamma+1}) \). On the other hand, since \( |\sum_{j=1}^{k-1} \mu(j/n) - \sum_{j=1}^{t} \mu(j/n)| \leq C|t-k| \), this together with \( E v_j^2 \leq C, 1 \leq j \leq n \) of (3.9) yields

\[ H^{-2} t_{n,1} \leq C H^{-1} \sum_{k=1}^{n} \frac{|t-k|}{H} b_{t,k} y_{k-1}^2 \]

\[ = O_P(1) H^{-1} \sum_{k=1}^{n} \frac{|t-k|}{H} b_{t,k} = O_P(1), \]
by the same argument as in (8.22), which proves (8.37).

(ii). Assume that $a_t$ satisfies (4.14). We show that

$$\lim_{n} a_{\max} > 0,$$

$$t_n = O_P(H^2n^{-1}),$$

which yields (8.35).

Note, that (8.38) holds true, since

$$a_{\max} = \max_{1 \leq k \leq n} |\varphi(k/n)| > 0, \quad n \to \infty.$$

Next, by the mean value theorem,

$$|\varphi((k-1)/n) - \varphi(t/n)| \leq \sup_{0 \leq x \leq 1} |\varphi'(x)||t - k|/n \leq C|t - k|/n,$$

one obtains

$$H^{-2} t_n \leq C H^{-1} \sum_{k=1}^{n} |\varphi((k-1)/n) - \varphi(t/n)| b_{tk} y_{k-1}^2$$

$$\leq C H^{-1} \sum_{k=1}^{n} \frac{|t - k|}{H} b_{tk} y_{k-1}^2$$

$$= O_P(1) H^{-1} \sum_{k=1}^{n} \frac{|t - k|}{H} b_{tk} = O_P(1),$$

as above in 1. This completes proof of lemma and of Theorem 4.2. □
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Table 8.1: MSE results for $\rho_{n,t} = 0.9^{\max \leq n |a_t|}$ and short memory for $v_t$. The model is $y_{n,t} = \rho_{n,t} y_{n,t-1} + u_t$, $a_t = a_{t-1} + v_t$, $u_t = \theta u_{t-1} + \epsilon_{1t}$, $v_t = \phi v_{t-1} + \epsilon_{2t}$.

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>$\alpha/n$</th>
<th>$\theta = 0$</th>
<th>$\theta = 0.2$</th>
<th>$\theta = 0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>50 100 200 400</td>
<td>500 1000 2000 4000</td>
<td>50 100 200 400</td>
</tr>
<tr>
<td>0.2</td>
<td>0.096</td>
<td>0.078 0.069 0.060</td>
<td>0.051 0.049 0.041</td>
<td>0.037 0.033 0.029</td>
</tr>
<tr>
<td>0.4</td>
<td>0.047</td>
<td>0.036 0.027 0.020</td>
<td>0.016 0.015 0.012</td>
<td>0.008 0.007 0.005</td>
</tr>
<tr>
<td>0.5</td>
<td>0.036</td>
<td>0.025 0.018 0.014</td>
<td>0.011 0.011 0.009</td>
<td>0.007 0.006 0.005</td>
</tr>
<tr>
<td>0.6</td>
<td>0.027</td>
<td>0.019 0.014 0.012</td>
<td>0.011 0.011 0.009</td>
<td>0.007 0.007 0.006</td>
</tr>
<tr>
<td>0.8</td>
<td>0.021</td>
<td>0.017 0.017 0.023</td>
<td>0.029 0.033 0.042</td>
<td>0.040 0.042 0.046</td>
</tr>
<tr>
<td>0.2</td>
<td>0.098</td>
<td>0.080 0.067 0.059</td>
<td>0.052 0.049 0.041</td>
<td>0.037 0.033 0.029</td>
</tr>
<tr>
<td>0.4</td>
<td>0.047</td>
<td>0.034 0.026 0.021</td>
<td>0.016 0.014 0.011</td>
<td>0.008 0.007 0.006</td>
</tr>
</tbody>
</table>

Normal kernel, bandwidth $n^{\alpha}$

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>$\alpha/n$</th>
<th>$\theta = 0$</th>
<th>$\theta = 0.2$</th>
<th>$\theta = 0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>50 100 200 400</td>
<td>500 1000 2000 4000</td>
<td>50 100 200 400</td>
</tr>
<tr>
<td>0.2</td>
<td>0.096</td>
<td>0.078 0.069 0.060</td>
<td>0.051 0.049 0.041</td>
<td>0.037 0.033 0.029</td>
</tr>
<tr>
<td>0.4</td>
<td>0.047</td>
<td>0.036 0.027 0.020</td>
<td>0.016 0.015 0.012</td>
<td>0.008 0.007 0.005</td>
</tr>
<tr>
<td>0.5</td>
<td>0.036</td>
<td>0.025 0.018 0.014</td>
<td>0.011 0.011 0.009</td>
<td>0.007 0.007 0.006</td>
</tr>
<tr>
<td>0.6</td>
<td>0.027</td>
<td>0.019 0.014 0.012</td>
<td>0.011 0.011 0.009</td>
<td>0.007 0.007 0.006</td>
</tr>
<tr>
<td>0.8</td>
<td>0.021</td>
<td>0.017 0.017 0.023</td>
<td>0.029 0.033 0.042</td>
<td>0.040 0.042 0.046</td>
</tr>
<tr>
<td>0.2</td>
<td>0.098</td>
<td>0.080 0.067 0.059</td>
<td>0.052 0.049 0.041</td>
<td>0.037 0.033 0.029</td>
</tr>
<tr>
<td>0.4</td>
<td>0.047</td>
<td>0.034 0.026 0.021</td>
<td>0.016 0.014 0.011</td>
<td>0.008 0.007 0.006</td>
</tr>
</tbody>
</table>

Flat kernel, window size: $T^{\alpha}$

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>$\alpha/n$</th>
<th>$\theta = 0$</th>
<th>$\theta = 0.2$</th>
<th>$\theta = 0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>50 100 200 400</td>
<td>500 1000 2000 4000</td>
<td>50 100 200 400</td>
</tr>
<tr>
<td>0.2</td>
<td>0.184</td>
<td>0.176 0.175 0.116</td>
<td>0.114 0.113 0.108</td>
<td>0.097 0.093 0.084</td>
</tr>
<tr>
<td>0.4</td>
<td>0.095</td>
<td>0.084 0.048 0.036</td>
<td>0.027 0.025 0.120</td>
<td>0.084 0.069 0.050</td>
</tr>
<tr>
<td>0.5</td>
<td>0.058</td>
<td>0.044 0.028 0.022</td>
<td>0.016 0.015 0.081</td>
<td>0.063 0.049 0.042</td>
</tr>
<tr>
<td>0.6</td>
<td>0.043</td>
<td>0.029 0.020 0.015</td>
<td>0.013 0.012 0.063</td>
<td>0.049 0.040 0.034</td>
</tr>
<tr>
<td>0.8</td>
<td>0.026</td>
<td>0.019 0.016 0.019</td>
<td>0.023 0.026 0.047</td>
<td>0.039 0.039 0.043</td>
</tr>
<tr>
<td>0.2</td>
<td>0.187</td>
<td>0.180 0.176 0.114</td>
<td>0.114 0.114 0.200</td>
<td>0.195 0.193 0.133</td>
</tr>
<tr>
<td>0.4</td>
<td>0.097</td>
<td>0.062 0.045 0.037</td>
<td>0.026 0.025 0.112</td>
<td>0.084 0.067 0.057</td>
</tr>
<tr>
<td>0.5</td>
<td>0.058</td>
<td>0.043 0.028 0.021</td>
<td>0.016 0.014 0.081</td>
<td>0.063 0.048 0.041</td>
</tr>
<tr>
<td>0.6</td>
<td>0.044</td>
<td>0.029 0.019 0.014</td>
<td>0.013 0.012 0.063</td>
<td>0.049 0.039 0.034</td>
</tr>
<tr>
<td>0.8</td>
<td>0.026</td>
<td>0.017 0.018 0.024</td>
<td>0.027 0.027 0.046</td>
<td>0.037 0.035 0.037</td>
</tr>
<tr>
<td>0.2</td>
<td>0.179</td>
<td>0.175 0.160 0.114</td>
<td>0.113 0.113 0.196</td>
<td>0.189 0.189 0.133</td>
</tr>
<tr>
<td>0.4</td>
<td>0.095</td>
<td>0.059 0.045 0.035</td>
<td>0.025 0.023 0.111</td>
<td>0.077 0.062 0.054</td>
</tr>
<tr>
<td>0.9</td>
<td>0.055</td>
<td>0.041 0.026 0.019</td>
<td>0.014 0.013 0.074</td>
<td>0.060 0.047 0.037</td>
</tr>
<tr>
<td>0.6</td>
<td>0.043</td>
<td>0.027 0.016 0.012</td>
<td>0.011 0.010 0.061</td>
<td>0.045 0.037 0.031</td>
</tr>
<tr>
<td>0.8</td>
<td>0.022</td>
<td>0.014 0.014 0.018</td>
<td>0.028 0.024 0.042</td>
<td>0.034 0.032 0.037</td>
</tr>
</tbody>
</table>
Table 8.2: MSE results for $\rho_{n,t} = \frac{a_t}{\max_{k\leq n}|a_t|}$ and short memory for $v_t$. The model is $y_{n,t} = \rho_{n,t}y_{n,t-1} + u_t$, $a_t = a_{t-1} + v_t$, $u_t = \epsilon_{1t}$, $v_t = \phi v_{t-1} + \epsilon_{2t}$.

<table>
<thead>
<tr>
<th>φ</th>
<th>α/n</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>400</th>
<th>800</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td></td>
<td>0.120</td>
<td>0.094</td>
<td>0.076</td>
<td>0.066</td>
<td>0.056</td>
<td>0.054</td>
</tr>
<tr>
<td>0.4</td>
<td></td>
<td>0.088</td>
<td>0.058</td>
<td>0.042</td>
<td>0.029</td>
<td>0.020</td>
<td>0.018</td>
</tr>
<tr>
<td>0</td>
<td>0.5</td>
<td>0.092</td>
<td>0.058</td>
<td>0.041</td>
<td>0.028</td>
<td>0.018</td>
<td>0.016</td>
</tr>
<tr>
<td>0.6</td>
<td></td>
<td>0.093</td>
<td>0.067</td>
<td>0.046</td>
<td>0.033</td>
<td>0.024</td>
<td>0.023</td>
</tr>
<tr>
<td>0.8</td>
<td></td>
<td>0.134</td>
<td>0.108</td>
<td>0.089</td>
<td>0.077</td>
<td>0.069</td>
<td>0.065</td>
</tr>
<tr>
<td>0.2</td>
<td></td>
<td>0.118</td>
<td>0.092</td>
<td>0.076</td>
<td>0.064</td>
<td>0.055</td>
<td>0.053</td>
</tr>
<tr>
<td>0.4</td>
<td></td>
<td>0.085</td>
<td>0.059</td>
<td>0.041</td>
<td>0.028</td>
<td>0.020</td>
<td>0.018</td>
</tr>
<tr>
<td>0.2</td>
<td>0.5</td>
<td>0.085</td>
<td>0.059</td>
<td>0.040</td>
<td>0.028</td>
<td>0.018</td>
<td>0.016</td>
</tr>
<tr>
<td>0.6</td>
<td></td>
<td>0.098</td>
<td>0.068</td>
<td>0.047</td>
<td>0.034</td>
<td>0.024</td>
<td>0.022</td>
</tr>
<tr>
<td>0.8</td>
<td></td>
<td>0.131</td>
<td>0.111</td>
<td>0.096</td>
<td>0.080</td>
<td>0.069</td>
<td>0.068</td>
</tr>
<tr>
<td>0.2</td>
<td></td>
<td>0.112</td>
<td>0.088</td>
<td>0.075</td>
<td>0.063</td>
<td>0.055</td>
<td>0.052</td>
</tr>
<tr>
<td>0.4</td>
<td></td>
<td>0.081</td>
<td>0.056</td>
<td>0.040</td>
<td>0.028</td>
<td>0.020</td>
<td>0.018</td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td>0.083</td>
<td>0.056</td>
<td>0.038</td>
<td>0.027</td>
<td>0.018</td>
<td>0.016</td>
</tr>
<tr>
<td>0.6</td>
<td></td>
<td>0.094</td>
<td>0.067</td>
<td>0.049</td>
<td>0.033</td>
<td>0.025</td>
<td>0.023</td>
</tr>
<tr>
<td>0.8</td>
<td></td>
<td>0.137</td>
<td>0.111</td>
<td>0.099</td>
<td>0.087</td>
<td>0.071</td>
<td>0.074</td>
</tr>
<tr>
<td>0.2</td>
<td></td>
<td>0.099</td>
<td>0.082</td>
<td>0.070</td>
<td>0.060</td>
<td>0.053</td>
<td>0.051</td>
</tr>
<tr>
<td>0.4</td>
<td></td>
<td>0.066</td>
<td>0.044</td>
<td>0.032</td>
<td>0.023</td>
<td>0.017</td>
<td>0.016</td>
</tr>
<tr>
<td>0.9</td>
<td>0.5</td>
<td>0.065</td>
<td>0.044</td>
<td>0.031</td>
<td>0.022</td>
<td>0.015</td>
<td>0.014</td>
</tr>
<tr>
<td>0.6</td>
<td></td>
<td>0.083</td>
<td>0.059</td>
<td>0.046</td>
<td>0.033</td>
<td>0.024</td>
<td>0.022</td>
</tr>
<tr>
<td>0.8</td>
<td></td>
<td>0.142</td>
<td>0.127</td>
<td>0.121</td>
<td>0.109</td>
<td>0.089</td>
<td>0.085</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>φ</th>
<th>α/n</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>400</th>
<th>800</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td></td>
<td>0.204</td>
<td>0.188</td>
<td>0.181</td>
<td>0.122</td>
<td>0.119</td>
<td>0.119</td>
</tr>
<tr>
<td>0.4</td>
<td></td>
<td>0.123</td>
<td>0.081</td>
<td>0.060</td>
<td>0.045</td>
<td>0.032</td>
<td>0.029</td>
</tr>
<tr>
<td>0</td>
<td>0.5</td>
<td>0.103</td>
<td>0.069</td>
<td>0.046</td>
<td>0.032</td>
<td>0.022</td>
<td>0.019</td>
</tr>
<tr>
<td>0.6</td>
<td></td>
<td>0.093</td>
<td>0.066</td>
<td>0.044</td>
<td>0.031</td>
<td>0.022</td>
<td>0.021</td>
</tr>
<tr>
<td>0.8</td>
<td></td>
<td>0.123</td>
<td>0.094</td>
<td>0.075</td>
<td>0.062</td>
<td>0.056</td>
<td>0.051</td>
</tr>
<tr>
<td>0.2</td>
<td></td>
<td>0.205</td>
<td>0.189</td>
<td>0.180</td>
<td>0.119</td>
<td>0.119</td>
<td>0.119</td>
</tr>
<tr>
<td>0.4</td>
<td></td>
<td>0.120</td>
<td>0.080</td>
<td>0.059</td>
<td>0.043</td>
<td>0.032</td>
<td>0.029</td>
</tr>
<tr>
<td>0.2</td>
<td>0.5</td>
<td>0.098</td>
<td>0.068</td>
<td>0.045</td>
<td>0.032</td>
<td>0.021</td>
<td>0.019</td>
</tr>
<tr>
<td>0.6</td>
<td></td>
<td>0.096</td>
<td>0.065</td>
<td>0.045</td>
<td>0.031</td>
<td>0.021</td>
<td>0.019</td>
</tr>
<tr>
<td>0.8</td>
<td></td>
<td>0.120</td>
<td>0.098</td>
<td>0.080</td>
<td>0.064</td>
<td>0.054</td>
<td>0.054</td>
</tr>
<tr>
<td>0.2</td>
<td></td>
<td>0.197</td>
<td>0.181</td>
<td>0.179</td>
<td>0.118</td>
<td>0.119</td>
<td>0.118</td>
</tr>
<tr>
<td>0.4</td>
<td></td>
<td>0.115</td>
<td>0.077</td>
<td>0.057</td>
<td>0.043</td>
<td>0.031</td>
<td>0.028</td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td>0.089</td>
<td>0.065</td>
<td>0.043</td>
<td>0.031</td>
<td>0.021</td>
<td>0.019</td>
</tr>
<tr>
<td>0.6</td>
<td></td>
<td>0.091</td>
<td>0.062</td>
<td>0.045</td>
<td>0.030</td>
<td>0.022</td>
<td>0.019</td>
</tr>
<tr>
<td>0.8</td>
<td></td>
<td>0.122</td>
<td>0.094</td>
<td>0.080</td>
<td>0.068</td>
<td>0.056</td>
<td>0.057</td>
</tr>
<tr>
<td>0.2</td>
<td></td>
<td>0.183</td>
<td>0.178</td>
<td>0.176</td>
<td>0.115</td>
<td>0.116</td>
<td>0.117</td>
</tr>
<tr>
<td>0.4</td>
<td></td>
<td>0.104</td>
<td>0.066</td>
<td>0.049</td>
<td>0.039</td>
<td>0.028</td>
<td>0.026</td>
</tr>
<tr>
<td>0.9</td>
<td>0.5</td>
<td>0.074</td>
<td>0.052</td>
<td>0.034</td>
<td>0.025</td>
<td>0.018</td>
<td>0.016</td>
</tr>
<tr>
<td>0.6</td>
<td></td>
<td>0.072</td>
<td>0.047</td>
<td>0.035</td>
<td>0.024</td>
<td>0.019</td>
<td>0.017</td>
</tr>
<tr>
<td>0.8</td>
<td></td>
<td>0.116</td>
<td>0.095</td>
<td>0.090</td>
<td>0.080</td>
<td>0.065</td>
<td>0.062</td>
</tr>
</tbody>
</table>
Table 8.3: MSE results for $\rho_{n,t} = \rho_{\max_{|a|\leq|t|}}$ and long memory for $v_t$. The model is $y_{n,t} = \rho_{n,t}y_{n,t-1} + u_{t}, a_t = a_{t-1} + v_t, u_t = \varepsilon_{1t}, v_t \sim ARFIMA(0,d-1,0)$.

| $d$ | $\alpha/n$ | $|a|$ | $\rho=0.9$ | $\rho=1$ |
|-----|-------------|-----|--------|--------|
| 0.2 | 0.171       | 0.137| 0.120  | 0.120  |
| 0.4 | 0.135       | 0.107| 0.086  | 0.070  |
| 0.5  | 0.130       | 0.102| 0.079  | 0.066  |
| 0.6  | 0.133       | 0.100| 0.082  | 0.066  |
| 0.8  | 0.134       | 0.106| 0.088  | 0.073  |
| 0.2  | 0.148       | 0.119| 0.099  | 0.083  |
| 0.4  | 0.117       | 0.095| 0.064  | 0.048  |
| 0.75 | 0.112       | 0.082| 0.060  | 0.045  |
| 0.6  | 0.115       | 0.085| 0.064  | 0.049  |
| 0.8  | 0.131       | 0.107| 0.085  | 0.073  |
| 0.2  | 0.121       | 0.099| 0.084  | 0.072  |
| 0.4  | 0.078       | 0.053| 0.039  | 0.029  |
| 1.25 | 0.075       | 0.050| 0.032  | 0.021  |
| 0.8  | 0.111       | 0.093| 0.074  | 0.061  |
| 0.2  | 0.118       | 0.097| 0.084  | 0.072  |
| 0.4  | 0.072       | 0.048| 0.035  | 0.026  |
| 1.49 | 0.068       | 0.041| 0.027  | 0.018  |
| 0.6  | 0.071       | 0.045| 0.027  | 0.017  |
| 0.8  | 0.111       | 0.085| 0.064  | 0.054  |
| 0.2  | 0.255       | 0.235| 0.223  | 0.157  |
| 0.4  | 0.174       | 0.132| 0.106  | 0.088  |
| 0.5  | 0.151       | 0.119| 0.090  | 0.075  |
| 0.6  | 0.148       | 0.108| 0.088  | 0.070  |
| 0.8  | 0.145       | 0.109| 0.089  | 0.074  |
| 0.2  | 0.236       | 0.215| 0.204  | 0.140  |
| 0.4  | 0.156       | 0.110| 0.083  | 0.065  |
| 0.75 | 0.129       | 0.097| 0.069  | 0.052  |
| 0.6  | 0.124       | 0.090| 0.066  | 0.050  |
| 0.8  | 0.131       | 0.105| 0.082  | 0.069  |
| 0.2  | 0.213       | 0.200| 0.194  | 0.132  |
| 0.4  | 0.122       | 0.080| 0.060  | 0.048  |
| 1.25 | 0.092       | 0.065| 0.042  | 0.030  |
| 0.6  | 0.082       | 0.056| 0.035  | 0.023  |
| 0.8  | 0.100       | 0.077| 0.058  | 0.044  |
| 0.2  | 0.210       | 0.197| 0.194  | 0.132  |
| 0.4  | 0.115       | 0.077| 0.058  | 0.046  |
| 1.49 | 0.086       | 0.058| 0.038  | 0.027  |
| 0.6  | 0.075       | 0.047| 0.030  | 0.019  |
| 0.8  | 0.093       | 0.063| 0.045  | 0.033  |
Table 8.4: MSE results for $\rho_{n,t} = 0.9$. The model is $y_{n,t} = 0.9y_{n,t-1} + u_t$, $u_t = \epsilon_{1t}$.

<table>
<thead>
<tr>
<th>$\alpha/n$</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>400</th>
<th>800</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal kernel, bandwidth $n^{\alpha}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>0.077</td>
<td>0.062</td>
<td>0.050</td>
<td>0.041</td>
<td>0.034</td>
<td>0.032</td>
</tr>
<tr>
<td>0.4</td>
<td>0.034</td>
<td>0.019</td>
<td>0.014</td>
<td>0.009</td>
<td>0.006</td>
<td>0.005</td>
</tr>
<tr>
<td>0.5</td>
<td>0.020</td>
<td>0.012</td>
<td>0.007</td>
<td>0.004</td>
<td>0.003</td>
<td>0.002</td>
</tr>
<tr>
<td>0.6</td>
<td>0.016</td>
<td>0.007</td>
<td>0.004</td>
<td>0.002</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>0.8</td>
<td>0.009</td>
<td>0.004</td>
<td>0.002</td>
<td>0.001</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Flat kernel, window size $T^{\alpha}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>0.152</td>
<td>0.146</td>
<td>0.139</td>
<td>0.090</td>
<td>0.089</td>
<td>0.089</td>
</tr>
<tr>
<td>0.4</td>
<td>0.080</td>
<td>0.043</td>
<td>0.032</td>
<td>0.023</td>
<td>0.015</td>
<td>0.013</td>
</tr>
<tr>
<td>0.5</td>
<td>0.039</td>
<td>0.029</td>
<td>0.016</td>
<td>0.010</td>
<td>0.006</td>
<td>0.005</td>
</tr>
<tr>
<td>0.6</td>
<td>0.030</td>
<td>0.016</td>
<td>0.008</td>
<td>0.005</td>
<td>0.003</td>
<td>0.002</td>
</tr>
<tr>
<td>0.8</td>
<td>0.014</td>
<td>0.006</td>
<td>0.003</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
</tr>
</tbody>
</table>
Figure 3: Time-Varying AR Coefficient and 95% confidence bands from a demeaned AR(1) model for CPI inflation using a standard normal kernel for 11 countries: Australia, Canada, Japan, South Korea, Mexico, New Zealand, Norway, South Africa, Switzerland, US and UK. Every panel also reports the value of the autoregressive coefficient estimated in a fixed coefficient AR(1) together with 95% confidence bands.
Figure 4: Time-Varying AR Coefficient and 95% confidence bands from a demeaned AR(1) model for CPI inflation using a flat kernel for 11 countries: Australia, Canada, Japan, South Korea, Mexico, New Zealand, Norway, South Africa, Switzerland, US and UK. Every panel also reports the value of the autoregressive coefficient estimated in a fixed coefficient AR(1) together with 95% confidence bands.
Figure 5: Time-Varying AR Coefficient and 95% confidence bands from an AR(1) model, with a time-varying 'constant' term, for CPI inflation using a standard normal kernel for 11 countries: Australia, Canada, Japan, South Korea, Mexico, New Zealand, Norway, South Africa, Switzerland, US and UK. Every panel also reports the value of the autoregressive coefficient estimated in a fixed coefficient AR(1) together with 95% confidence bands.
Figure 6: Time-Varying $AR$ Coefficient and 95% confidence bands from an $AR(1)$ model, with a time-varying 'constant' term, for CPI inflation using a flat kernel for 11 countries: Australia, Canada, Japan, South Korea, Mexico, New Zealand, Norway, South Africa, Switzerland, US and UK. Every panel also reports the value of the autoregressive coefficient estimated in a fixed coefficient $AR(1)$ together with 95% confidence bands.
Figure 7: Time-Varying AR Coefficient and 95% confidence bands from a demeaned AR(1) model for real exchange rates using a standard normal kernel for 10 countries: Australia, Canada, Japan, South Korea, Mexico, New Zealand, Norway, South Africa, Switzerland and UK. Every panel also reports the value of the autoregressive coefficient estimated in a fixed coefficient AR(1) together with 95% confidence bands.
Figure 8: Time-Varying AR Coefficient and 95% confidence bands from a demeaned AR(1) model for real exchange rates using a flat kernel for 10 countries: Australia, Canada, Japan, South Korea, Mexico, New Zealand, Norway, South Africa, Switzerland and UK. Every panel also reports the value of the autoregressive coefficient estimated in a fixed coefficient AR(1) together with 95% confidence bands.
Figure 9: Time-Varying $AR$ Coefficient from an $AR(1)$ model, with a time-varying ‘constant’ term, for real exchange rates using a standard normal kernel for 10 countries: Australia, Canada, Japan, South Korea, Mexico, New Zealand, Norway, South Africa, Switzerland and UK. Every panel also reports the value of the autoregressive coefficient estimated in a fixed coefficient $AR(1)$ together with 95% confidence bands.
Figure 10: Time-Varying AR Coefficient from an AR(1) model, with a time-varying ‘constant’ term, for real exchange rates using a flat kernel for 10 countries: Australia, Canada, Japan, South Korea, Mexico, New Zealand, Norway, South Africa, Switzerland and UK. Every panel also reports the value of the autoregressive coefficient estimated in a fixed coefficient AR(1) together with 95% confidence bands.